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v





Acknowledgements

This dissertation is the result of my research work that has been partially funded through
(i) the Rucon project (Runtime Control in Multi Clouds), FWF Y 904 START-Programm
2015, (ii) 5G Use Case Challenge InTraSafEd5G (Increasing Traffic Safety with Edge
and 5G) funded by the City of Vienna, and (iii) my netidee scholarship by the Internet
Foundation Austria (IPA). Part of the research in this thesis was carried out during my
internship at IBM Research-Ireland.

I would like to thank the following people, who have helped me to complete this thesis,
and without whom this thesis would have not been the same!

First and foremost, I would like to express my very great appreciation to my supervisor
Univ. Prof. Dr. Ivona Brandić for her patient guidance, enthusiasm for the topic, and
invaluable support. Her feedback always pushed me to bring my research and work to
a higher level. I would also like to thank Professor Guillaume Pierre and Assoc.-Prof.
Alessandro V. Papadopoulos for providing insightful feedback as reviewers of this thesis.

Advice given by Prof. Stipe Čelar, Dr. Toni Mastelić, and Dr. Maria Calatrava Moreno
has been a great and valuable help when I began my doctoral studies. I would like to
especially thank my colleague Dr. Vincenzo De Maio for his support through most of my
research work and writings, which helped me to improve the quality of this work.

For many good meetings, conversations, and collaborations I am very thankful to my
colleagues and project group members especially to Dr. Atakan Aral, Fani Bašić, and
Josip Žilić. I would also like to thank Dr. Srikumar Venugopal for keeping my progress
and making my internship at IBM Research-Ireland a productive experience. I also thank
Stephanie Wogowitsch for all the help in administrative tasks over the last several years.

Finally, I wish to thank my parents (Mirko and Silvija) who offered their support,
understandings, and belief in me. I acknowledge all those who helped me in some ways
during various stages of my PhD but whose names have not appeared on this page.

Thank you and may God bless you all!

Ivan Lujić
December 2021
Vienna, Austria

vii





Abstract

Massive amounts of data are continuously generated from a growing number of Internet
of Things (IoT) devices. Based on the insights obtained through the analysis of collected
data, different data-driven decisions are made to manage IoT systems. Traditionally,
managing such systems includes data processing in the cloud. However, performing
data processing in centralized cloud data centers brings serious challenges, including the
transfer of huge amounts of sensor data over the network and new strict requirements
(e.g., latency, accuracy, privacy) from IoT applications (e.g., smart buildings, smart
traffic). For these reasons, edge computing has been introduced.

Edge computing represents a promising methodology and solution to execute analytics
close to data sources using much smaller edge servers and devices. However, scalable
and centralized cloud services cannot be generalized and directly applied to edge in-
frastructures. Also, IoT decision-making processes require timely and accurate data
processing, bringing a new set of challenges to design sustainable and trustworthy edge
data analytics. This is because performing edge data processing needs to deal with
problems such as limited computational and storage resources; sensor data that can
often be incomplete leading to inaccurate analytics; decentralized data locations posing
difficulties for latency-critical analytics placement.

We address these problems by targeting data-centric perspectives for sustainable and
trustworthy edge analytics. We introduce an adaptive data recovery mechanism for
incomplete sensor data, improving the accuracy of data analytics and decision-making
processes. Further, we propose an efficient edge storage management mechanism for
keeping only the most relevant data in limited edge storage. We also propose a self-
adaptive and data locality-aware edge analytics placement mechanism that minimizes
the latency for performing edge analytics. We show the integration of edge computing
and modern network communication technologies in a prototype deployment, ensuring
reliability and privacy for critical IoT applications.

Finally, we evaluate the proposed solutions using real-world datasets, applications, self-
designed benchmarks and testbeds using physical edge infrastructures. Besides novel
edge data services and approaches making the theoretical contribution, we also show their
practical applicability in IoT systems. The proposed solutions can help IoT systems to
produce more accurate, reliable, and timely decisions, thus, contributing to foundations
for sustainable and trustworthy edge data analytics.
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Kurzfassung

Riesige Datenmengen werden kontinuierlich von einer wachsenden Zahl von Internet
of Things (IoT) Geräten generiert. Basierend auf den Erkenntnissen, die durch die
Analyse der gesammelten Daten gewonnen werden, werden verschiedene datengesteuerte
Entscheidungen zur Verwaltung von IoT-Systemen getroffen. Traditionell umfasst die
Verwaltung solcher Systeme die Datenverarbeitung in der Cloud. Die Datenverarbeitung
in zentralisierten Cloud-Rechenzentren bringt jedoch ernsthafte Herausforderungen mit
sich, darunter die Übertragung riesiger Sensordatenmengen über das Netzwerk und neue
strenge Anforderungen (z. B. Latenz, Genauigkeit, Datenschutz) von IoT-Anwendungen
(z. B. intelligente Gebäude, intelligentes Verkehrsmanagement). Aus diesen Gründen
wurde Edge Computing eingeführt.

Edge Computing stellt eine vielversprechende Methodik und Lösung dar, um Analysen
in der Nähe von Datenquellen mit viel kleineren Edge-Servern und -Geräten durchzu-
führen. Skalierbare und zentralisierte Cloud-Dienste können jedoch nicht generalisiert
und direkt auf Edge-Infrastrukturen angewendet werden. Darüber hinaus verlangen
IoT-Entscheidungsprozesse auf eine zeitnahe und genaue Datenverarbeitung, was eine
Reihe neuer Herausforderungen bei der Gestaltung nachhaltiger und vertrauenswürdiger
Edge-Datenanalysen mit sich bringt. Dies liegt daran, dass bei der Durchführung von
Edge-Datenverarbeitung Probleme berücksichtigt werden müssen, zum Beispiel begrenz-
te Rechen- und Speicherressourcen; Sensordaten können oft unvollständig sein und zu
ungenauen Analysen führen; dezentralisierte Datenstandorte können die Platzierung von
latenzkritischen Analysen erschweren.

Wir behandeln diese Probleme, indem datenzentrierte Perspektiven für eine nachhaltige
und vertrauenswürdige Edge-Datenanalyse angewendet werden. Wir führen einen adap-
tiven Datenwiederherstellungsmechanismus für unvollständige Sensordaten ein, der die
Genauigkeit von Datenanalysen und Entscheidungsprozessen verbessert. Darüber hinaus
schlagen wir einen effizienten Verwaltungsmechanismus für die Edge-Datenspeicherung
vor, um nur die relevantesten Daten in einem begrenzten Edge-Speicher zu halten. Wir
schlagen auch einen selbstadaptiven und datenlokalitätsbewussten Platzierungsmechanis-
mus für Edge-Analysen vor, der die Latenz für die Durchführung von Edge-Datenanalysen
minimiert. Wir zeigen die Integration von Edge Computing und modernen Netzwerk-
kommunikationstechnologien in einer Prototypbereitstellung, um Zuverlässigkeit und
Datenschutz für kritische IoT-Anwendungen zu gewährleisten.
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Schließlich evaluieren wir die vorgeschlagenen Lösungen mit realen Datensätzen, An-
wendungen, selbst entworfenen Benchmarks und Testumgebungen mit physischen Edge-
Infrastrukturen. Neben neuartigen Edge-Datendiensten und Ansätzen, die den theoreti-
schen Beitrag leisten, zeigen wir auch deren praktische Anwendbarkeit in IoT-Systemen.
Die vorgeschlagenen Lösungen können IoT-Systemen dabei helfen, genauere, zuverlässige-
re und zeitnahe Entscheidungen zu treffen und so zu den Grundlagen für nachhaltige
und vertrauenswürdige Edge-Datenanalysen beizutragen.
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CHAPTER 1
Introduction

In recent years, we have seen the proliferation of the Internet of Things (IoT) sys-
tems [1], representing the networking of physical objects with the purpose of collecting
and sharing data. The adoption and usage of IoT sensors and devices are rapidly
increasing, improving people’s daily lives through various applications such as smart
buildings and homes [2], traffic management and safety [3], eHealth [4], smart cities [5],
and smart agriculture [6]. Such applications rely on monitoring different parameters such
as temperature, air quality, humidity, health status (e.g., heart rate, blood pressure),
proximity, electricity consumption, and video images, coming from plenty of IoT devices.
As reported by Statista and Transforma Insights [7], the overall number of IoT connected
devices worldwide is forecast to almost triple from 7.74 billion in 2019 to 24 billion in
2030 (see Figure 1.1), at a compound annual growth rate (CAGR) of 11%. By 2030, most
IoT connected devices (72%) are projected to be enabled by short-range technologies
(such as WiFi, Bluetooth and Zigbee), while the public (dominated by cellular networks)
and private networks will account for 20% and 8% respectively, overall generating an
enormous amount of data. Based on collected sensor data, IoT systems are often designed
to be intuitive and to make decisions like human bodies, allowing systems and applications
to perform timely actions. Accordingly, managing any IoT system generally includes
three steps, namely, sensor data collection, data processing, and acting based on the
obtained results. Still, IoT has limited capabilities, and thus traditionally relies on
distant, geographically distributed and massive cloud data centers to perform needed
processing [8, 9].
Cloud computing represents a model for enabling on-demand network access to infras-
tructure, platform, and application services. Such cloud services are based on a shared
pool of resources (e.g., data storage and servers) that can be elastically provisioned using
the pay-as-you-go model [10]. The integration of IoT and cloud computing has been
derived to manage the increasing amount of sensor data more efficiently while enhancing
complex decision-making capabilities [11].
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Figure 1.1: IoT connected devices worldwide in 2019 and 2030, by technology [7].

However, traditional cloud data processing imposes several challenges for managing
emerging IoT systems. Critical applications like eHealth, smart buildings, or road
safety have to process a big amount of collected data with strict accuracy and latency
requirements [12, 13, 14, 15]. For example, smart building systems have requirements for
automatic management of heating and cooling systems, either to foster energy efficiency
or to support energy demand management systems integrated with smart grids [16].
Latency becomes a key factor in the performance of such critical IoT applications,
requiring processing and communication latency in the range of milliseconds [17, 18].

As geographically distributed massive data centers are usually not in the vicinity of the IoT
systems, performing analytics of IoT sensor data in the cloud brings the following issues:
(i) the overall transfer of large amounts of IoT sensor data over the network including
the execution of analytics can result in high and insufficient latency for decision-making
processes [19]; (ii) future cloud data processing of IoT sensor data may be infeasible,
since current bandwidth capabilities and network infrastructures cannot easily scale with
the growing amount of IoT sensors and generated data, causing network communication
bottlenecks [20]. Thus, reducing the time needed for collecting and processing the IoT
sensor data is of paramount importance. Recent technological advances have disrupted
the current centralized cloud computing model by moving resources close to data sources,
as it is examined in [21, 22].

Edge computing has emerged as one of the most promising methodologies and solutions
for providing data processing capabilities that are sufficient for critical IoT systems [23].
Edge computing is a computing paradigm that enables the data generated by IoT sensors
and devices to be processed in the proximity of deployed systems. It is referred to as
any computing and network resources along the path between data sources and cloud data
centers [24], enabling timely insights for latency-sensitive applications while reducing
data transfers and communication bottlenecks.
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Edge computing has gained widespread attention from researchers and practitioners from
both academia and industry. According to [25], by 2025, Gartner predicts that around
75% of enterprise-generated data will be processed at the edge, outside the traditional
centralized data center or cloud, compared to only 10% in 2018. Consequently, the
edge computing market size is rapidly growing worldwide and is expected to increase in
revenues from USD 3.6 billion in 2020 to USD 15.7 billion by 2025, at a CAGR of 34.1%
during the forecast period [26].

In edge data analytics, as illustrated in Figure 1.2, collection and analysis of data coming
from IoT devices are performed using edge nodes. Edge nodes are designed as much
smaller embedded systems to handle necessary processing tasks in the vicinity of IoT
systems. Using edge nodes such as micro data centers, edge gateways and servers, or single-
board computers (e.g., Raspberry Pi), it is possible nowadays to exploit computation
resources across cloud boundaries and extend cloud functionalities to the network edge for
necessary data processing [19, 27]. By placing data processing close to the source of data,
edge architectures can significantly reduce the amount of data traversing the network
and minimize the overall latency of decision-making processes [24]. Cloud layer offers
more resources, and it can still be used for long-term and batch analytics considering
either the most important sensor data or results from edge analytics.
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Figure 1.2: Placing cloud functionalities to the edge of the network for near real-time
decision-making.
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1. Introduction

Decision-making processes of IoT systems rely heavily on the quality of the sensor data
collected and their analysis [28, 29]. The requirement for handling the emerging IoT
systems is causing rapid growth of the edge ecosystem. Accordingly, different data
services and design features of edge infrastructures are required to enable sustainable
and trustworthy edge data analytics [30]. This dissertation deals with self-adaptive and
reliable data services as foundations for sustainable and trustworthy data analytics
to ensure accurate and timely decision-making at the edge of the network.

In the following Section 1.1, we describe the research problems and motivate our research
direction of decision-making in resource-constrained edge environments. Section 1.2
discusses sustainability and trustworthiness concerns of edge data analytics and how
research problems in this thesis relate to such concerns. In Section 1.3, we provide an
overview of addressed research questions, while Section 1.4 presents the main scientific
contributions. We discuss the importance of the research and contributions to the field
in Section 1.5. The thesis organization is outlined in Section 1.6.

1.1 Problem Statement

In this section, we examine more closely an edge analytics scenario in the context of a
smart city to frame the research problems of this thesis. Based on the gathering (IoT
sensors), edge, and cloud layers shown in the Figure 1.2, Figure 1.3 illustrates two typical
IoT systems, namely, smart buildings and smart traffic, producing different sensor data.
In Step 1 data are collected and transferred to edge nodes. In Step 2, the near real-time
analytics are performed in edge nodes and based on these results, different actions can be
executed, e.g., timely sending commands to actuators or safety notifications to manage
IoT systems in Step 3. The most relevant subsets of data or results of edge analytics
can be transferred to the cloud for batch analytics and long-term decisions in Step 4.
However, current approaches for performing such near real-time data processing in edge
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Figure 1.3: A smart city edge analytics scenario.
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1.1. Problem Statement

nodes face the challenges of achieving sustainable and trustworthy data analytics. To
achieve sustainable and trustworthy edge data analytics, especially for latency-critical
IoT applications like smart buildings or smart traffic, we address different perspectives
with the emphasis on enabling accurate and timely data-driven decision-making.

• From a data quality perspective, data coming from IoT sensors can often be
incomplete including missing and invalid measurement values, compromising the
quality of edge data analytics. Errors, missing values and outliers may appear in
data collected by IoT sensors, due to (i) the highly distributed nature of IoT systems;
(ii) monitoring system failures; (iii) data packet loss in sensor networks; (iv) aging
of the sensor; (v) changes in external conditions; or (vi) periodic sensor failures [31],
affecting both near real-time and batch analytics. Traditional approaches for data
management do not consider the impact of data quality on the accuracy of the
decision-making processes, which is of paramount importance to ensure resilient
and accurate analytics for IoT systems.

• From a data storage perspective, edge nodes contain limited storage capabilities
while dealing with the rapidly growing amount of sensor data, making it infeasible
to store all generated data [32]. Such edge limitations allow keeping only a certain
amount of relevant data at the network edge, affecting the quality of data analysis
as well as data-driven decision-making processes for IoT systems. As near real-
time analytics require handling both historical and new data to perform accurate
decision-making, especially when targeting proactive IoT systems, efficient edge
storage management becomes an important problem at the edge [31].

• From a data management perspective, IoT devices and edge nodes can be
highly decentralized and heterogeneous, making data collection, storage, and timely
analysis difficult. Current state-of-the-art addresses data storage management
problems only from individual perspectives such as data characterization [33, 34] or
system operations [35, 36], and do not consider the impact on decision-making for
IoT applications. Integration of strategies for the engineering of adaptive data and
storage services is currently an unsolved problem [37]. Managing such adaptive edge
data services within resource-constrained storage systems at runtime is fundamental
for achieving sustainable edge analytics and data-driven decision-making.

• From an architectural design perspective, in critical real-world IoT applications
such as increasing traffic safety, different notifications to road users need to be de-
livered with strict latency and accuracy requirements. Emerging challenges include
(i) placement of edge nodes respecting urbanistic space constraints; (ii) selection of
detection algorithms to identify dangerous situations based on deployed sensors;
(iii) selection of a network technology allowing fast aggregation and delivery of infor-
mation; (iv) providing real-time notifications to road users in critical intersections.
Existing works target mostly vehicles with V2X communication capabilities [38].
The state-of-the-art solutions either do not take into account safety of road users
(e.g., pedestrians) [39] or do not consider strict latency constraints [40].
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• From a data locality perspective, input datasets required for edge analytics
applications can often be subject to replication or transfer due to limited edge
capacities, edge failure probabilities, or meeting certain service level objectives. One
of the difficulties is how to automatically place analytics to the most appropriate
edge nodes while considering both data locality and strict time requirements. Many
state-of-the-art approaches for analytics placement address the data locality from
aspects such as edge-cloud workload balance [41], a trade-off between resource usage
and query accuracy [42], or the fairness of cloud resource allocation [43]. Still, they
do not consider the adaptive placement of on-demand analytics for low-latency
access to user-requested data in the distributed edge environment.

1.2 Emerging Fields in Edge Data Analytics

Despite the maturity of IoT and cloud systems, emerging edge data analytics raise new
sustainability and trustworthiness challenges [44, 45]. In this context, sustainability
represents one of the concerns in terms of (i) electricity consumption and costs involved
in transferring data over the network to the cloud [46]; (ii) sending data through the
network and choosing different design choices for IoT data processing that affect the
carbon emissions [47]; (iii) having the ability for continuous and maintainable edge data
processing without interruptions or problems. Trustworthiness represents a dimension
of trust in terms of different aspects such as privacy concerns, reliability, resilience, safety,
and correct functioning of the system [48, 44]. Assuring trustworthy systems always
comes with costs, and finding the right balance in which users are ready to pay for
trustworthy edge data analytics is an important challenge.

We consider data-oriented solutions to assure foundations for future sustainable and trust-
worthy edge data analytics that could unlock a positive impact in practical applicability
for real-world IoT applications. We target foundations for sustainability from edge data
storage, data management, and data locality perspectives. The massive growth of the
Internet traffic by end IoT devices to and from data centers can be significantly reduced
by targeting edge storage mechanisms, managing elastic edge data services, and adaptive
analytics placements. We target foundations for trustworthiness from the data quality
perspective (i.e., improving sensor data quality can make the decision-making processes
more accurate and increase the resilience to monitoring failures), an architectural design
perspective (i.e., selecting the right design choices can increase privacy and helpfulness
of the latency-critical systems), a data locality perspective (i.e., exploiting data locality
and self-adaptive analytics placements can improve reliability and ensure more trusted
decision-making processes).

1.3 Research Questions

After describing research problems and their relation to sustainable and trustworthy
edge data analytics, in this section, we outline five research questions that we address in
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1.3. Research Questions

the thesis. The first three questions are related to the near real-time edge analytics and
resource limitations of edge nodes. The last two questions are related to the practical
applicability and deployment of edge analytics systems.

Research Question 1
How can we efficiently recover incomplete sensor data, while dealing with strict accuracy

and latency requirements of IoT applications?

IoT systems rely on data, collected from sensors and devices, that are either used for
near real-time decisions or stored for long-term analysis. However, in highly distributed
IoT systems, missing or invalid data may appear because of different reasons including
sensor failures, monitoring system failures and network failures. Analyzing incomplete
datasets can lead to inaccurate results and imprecise decisions, with negative effects on
the target systems. Also, due to the increasing size of such systems and the consequently
increasing amount of generated data, timely recovery of incomplete datasets is important
for managing emerging IoT applications. Efficient recovery of incomplete datasets at
the edge is a critical task, especially when dealing with strict latency and accuracy
requirements from IoT systems.

Research Question 2
How can we store only the most relevant amount of data in space-limited edge storage,

while keeping the quality of near real-time decisions?

The utilization of edge infrastructures, such as edge nodes, can reduce the amount of data
traversing the network, minimizing latency and overall costs for IoT systems. Based on
historical and new sensor data, edge nodes need to perform data analytics with certain
accuracy requirements for decision-making processes. However, processing huge amounts
of data at the edge is not possible due to the limited resources, i.e., storage capacity is
not scalable to keep growing amounts of data. Limited edge capacities represent one of
the critical bottlenecks for accurate edge analytics, requiring novel approaches to balance
the quantity of data stored at the edge with the quality of near real-time decisions.

Research Question 3
How can we achieve elastic data services that rely on resource-constrained edge systems?

In the IoT era, a massive number of smart devices continuously produce a wide variety of
data. To analyze these data for timely decision-making, data analytics at the network edge
is a promising solution. Nevertheless, edge nodes contain limited storage and processing
capacities posing a crucial challenge for efficient edge data analytics. Currently, these
problems are addressed by considering traditional cloud-based database perspectives,
including storage optimization and resource elasticity, while separately investigating data

7
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analytics approaches and system operations. To provide efficient edge data analytics,
novel elastic approaches for data and storage services in decentralized edge have to be
explored, while meeting latency objectives of time-sensitive IoT applications.

Research Question 4
How can we design edge settings to enable real-time analytics and support

decision-making in critical real-world situations?

The emerging real-world IoT applications, such as increasing traffic safety, require strict
latency and accuracy requirements. Despite advances in vehicle technology and road
modernization, traffic accidents are a huge global issue, causing deaths and injuries,
especially among pedestrians and cyclists. This often happens due to pedestrians and
cyclists in drivers’ blind spots or distractions delaying drivers’ reactions. Therefore,
timely warning drivers about critical situations is important to increase traffic safety.
New edge computing and communication technologies have been proposed to reduce
latency in critical IoT systems. However, state-of-the-art solutions either do not focus on
traffic safety or do not consider low-latency requirements in this context. Thus, a new
architecture design is necessary to address these challenges.

Research Question 5
How can we improve the overall latency of decision-making processes in which data

analytics are dependent on data locality?

Performing edge analytics requires dealing with the rapidly growing amount of data,
limited resources, and high failure probabilities of edge nodes. Therefore, data replication
is of vital importance to meet Service Level Objectives (SLOs) such as service availability
and failure resilience. In decentralized edge environments, it becomes difficult to track
data movements or locations, and adaptively guide the placement of on-demand analytics
tasks. Exploiting data locality in decentralized edge systems becomes crucial for improving
decision-making processes. This is typical in applications such as object detection in
video surveillance where the dataset of a specific camera can at different time points be
stored in different locations (distributed edge storage nodes), preventing developers from
timely and accurately executing queries or other analytic tasks. A new system design
should consider data locality and provide low-latency access to requested input data.

1.4 Scientific Contributions
The state-of-the-art systems lack efficient data management strategies for time-sensitive
edge analytics, especially targeting data-oriented solutions for edge computing and critical
decision-making processes. In this thesis, we address (i) novel edge concepts and strategies
showing the theoretical contributions and (ii) their practical applicability in real-world
latency-sensitive IoT systems and applications. In this context, considering different
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edge computing infrastructures, driven by data characteristics and IoT requirements,
scientific contributions of this thesis are the following.

Scientific Contribution 1
Edge data mechanism for adaptive recovery of incomplete datasets

To deal with incomplete IoT sensor data at the edge, while satisfying strict accuracy
and latency requirements of IoT applications, we propose a generic mechanism for
adaptive recovery of multiple gaps in incomplete time series. The proposed mechanism
is able to remove outliers, detect and recover multiple gaps in datasets by employing
different forecasting techniques, based on user specifications. Two approaches are shown
considering user specifications, namely, using single-technique recovery (STR) and multi-
technique recovery (MTR) by involving projection recovery maps (PRMs). PRMs are
used to automate recovery of incomplete data, detecting an optimal trade-off between
the gap size (number of missing values) and a range of historical data necessary to keep
at the edge for accurate data analytics. We evaluate the proposed approaches by using
real-world traces coming from IoT workloads such as smart homes and smart buildings.
Our system shows the ability to adaptively recover various multiple gaps in datasets while
reducing both the forecasting errors and computation time for different edge settings.
This contribution has been previously published in [49, 50] and is detailed in Chapter 3.

Scientific Contribution 2
Edge data mechanism for efficient edge storage management

Regarding the challenge of storing only the most relevant data in space-limited storage,
we propose a three-layer edge architecture model. In this model, we present an adaptive
algorithm that dynamically finds a trade-off between providing high forecast accuracy
necessary for efficient near real-time decisions, and minimizing the amount of data stored
in the limited edge storage. We focus on time series data, typical in sensor-based IoT
monitoring systems. The simulation results show that the proposed adaptive algorithm
can reduce the amount of data in each computational cycle while satisfying demands
for prediction accuracy. Therefore, our mechanism shows the potential for saving edge
storage space and supporting reliable decision-making processes based on predictive
analytics, in the context of storage-limited edge nodes. This contribution has been
previously published in [51, 50] and is detailed in Chapter 3.

Scientific Contribution 3
Engineering principles of elastic data services for resource-constrained edge systems

For the better design of future data processing that relies on resource-constrained edge
nodes, we provide a detailed analysis of elasticity and scalability of edge data and
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1. Introduction

storage requirements together with edge analytics support. We propose a novel, holistic
approach for architecting elastic edge storage services, featuring three aspects, namely,
(i) data/system characterization (e.g., metrics and key properties), (ii) system operations
(e.g., data filtering and sampling), and (iii) data processing utilities (e.g., data recovery,
approximation and prediction). In this regard, we present seven principles for the
architecture design and engineering of edge data services. Our contributions can have a
direct impact on the quality of decision-making processes in time-sensitive IoT systems
and can help researchers and developers to utilize proposed principles in edge data services.
This contribution has been previously published in [52] and is detailed in Chapter 4.

Scientific Contribution 4
Real-world system for increasing traffic safety with edge and 5G

Regarding the challenge to design edge settings for enabling real-time analytics and
supporting decision-making in critical real-world situations, we propose a system for
increasing traffic safety with edge and 5G. It performs real-time edge analytics to detect
critical situations and deliver early warnings to drivers. After describing our design
choices, we provide a prototype implementation and evaluate its performance in a real-
world setup. The evaluation shows that our system can (i) detect critical situations in
real-time and (ii) notify affected drivers using 5G within expected latency requirements
of road safety IoT applications. This work preserves privacy and ensures low latency,
representing a promising step towards increasing overall traffic safety and supporting
real-time decision-making in future edge-deployed applications. This contribution has
been previously published in [53] and is detailed in Chapter 5.

Scientific Contribution 5
Self-adaptive and data locality-aware edge analytics placement system

Considering the challenge of executing on-demand analytics that depend on data locations,
we propose a self-adaptive and data locality-aware edge analytics placement system. It
includes a new mechanism for tracking data movements, on top of which we devise a
generic control mechanism. Our system enables on-the-fly placement of on-demand ana-
lytics considering the most appropriate dataset location that minimizes overall analytics
requests execution time. The experiments were conducted using real-world (i) object
detection application, (ii) image datasets as input, (iii) self-designed benchmarks, and (iv)
heterogeneous edge infrastructure using Kubernetes. The main novelty lies in the combi-
nation of data movement tracking and self-adaptive control logic for analytics placement
on different hardware, facilitating both code-to-data and data-to-code movements. This
can help users and developers to efficiently and timely deploy requested analytics across
different edge infrastructures, indicating a promising solution for geo-distributed edge
multi-cluster and hybrid environments. This contribution has been previously published
in [54] and is detailed in Chapter 5.
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1.5 Significance of the Study
This work represents an important cornerstone for future IoT systems and edge applica-
tions development, aiming to efficiently cope with (i) rapidly growing amounts of IoT
sensor data; (ii) limited computation and storage capabilities of edge infrastructures;
and (iii) strict requirements from IoT system to perform time-sensitive decision-making
processes. The findings of this work should provide important insights for system
integrators and developers that are responsible for combining different system sub-
components into the edge-cloud pipelines while creating dynamic adaptations and actions
for efficient edge data processing.

This dissertation shows (i) fundamental research focusing on principles and theories as
well as (ii) applied research focusing on practical solutions in real-world edge analytics
settings. To solve identified research problems, this dissertation mainly involves the
quantitative research methodology using different measurements and observations. The
proposed solutions are available to the scientific community through several published
journal and conference papers, while most of the developed code and implementation
details are publicly available as open-source on GitHub, to facilitate greater reproducibility
of research findings. This work demonstrates practical values that can serve as a guide for
industry practitioners, e.g., enabling detection of critical situations at intersections
(e.g., pedestrians and cyclists outside drivers’ field of vision) by running real-time object
detection on resource-constrained edge nodes integrated with smart traffic lights.

IoT solution architects can also directly benefit from given insights and improve
decision-making processes in IoT systems considering data collection, storage, communi-
cation, data management and analytics. Consequently, this will help current data-driven
systems to be more intuitive, (i) making the necessary transformation from reactive to
proactive IoT systems and (ii) initiating the production of novel applications through
different IoT/edge research and development (R&D) departments.

1.6 Thesis Organization
Figure 1.4 shows the thesis organization. The rest of the thesis is structured as follows:

• Chapter 2 describes our research focus in the thesis, addressing two fundamental
use cases that motivate this work. Based on illustrated use cases, we introduce
data types and edge hardware as well as define needed methods and environments
that are used in proposed solutions in the following chapters.

• Chapter 3 presents an edge data management framework featuring different data
services for (i) the recovery of incomplete time series coming from IoT sources and
(ii) efficient edge storage management. We describe motivational scenarios and
introduce a three-layer architecture with details about each of its components. This
work covers the scientific contributions 1 and 2, and is derived from TSC 2020 [50],
ICFEC 2018 [49] and ICFEC 2017 [51].
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Figure 1.4: Organization and structure of the thesis.

• Chapter 4 provides the analysis of edge data and storage services and illustrates
a motivational use case. We show the importance of elasticity and scalability in
distributed and resource-constrained edge systems. Based on the analysis of edge
requirements, we propose a set of engineering principles for elastic data services to
support data-driven decision-making and describe potential implementation choices.
This work covers the scientific contribution 3, derived from ECSA 2019 [52].

• Chapter 5 presents two deployments of edge video analytics systems. The first
deployment presents the conceptual design of InTraSafEd 5G, a system for increas-
ing traffic safety with edge and 5G, corresponding to the scientific contribution
4, derived from EdgeSys 2021 [53]. We provide the motivational use case and
design requirements of a prototype implementation. An overview of the proposed
architecture design is presented, and two main components are described in detail.
The second deployment describes SEA-LEAP, a self-adaptive and locality-aware
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edge analytics placement system. This work covers the scientific contribution 5,
derived from TSC 2021 [54]. We describe first a motivational use case and the
importance of data locality. Then, a system design is proposed and the main
components (tracking and control mechanisms) with corresponding algorithms are
discussed in detail.

• Chapter 6 provides experimental evaluations of the proposed approaches. For each
approach, we describe testbed setups as well as techniques and data that are used
during experiments. We show and discuss numerical results and outcomes.

• Chapter 7 presents an overview of the state-of-the-art, their limitations and dis-
cussion. We organize related work into five categories, namely, (i) IoT data and
resource-limited edge systems, (ii) edge data management, (iii) elastic edge data
and storage services for decision making, (iv) time-critical edge analytics systems,
and (v) data locality-aware edge analytics placement.

• Chapter 8 summarizes the thesis, provides conclusions and outlines limitations of
the proposed solutions as well as possible future research directions.
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CHAPTER 2
Background

In this chapter, we present the background information and discuss the main use cases
and requirements for proposed approaches and implementations of edge data services.
We describe used data types, research methods, and techniques necessary to evaluate
the research aims and objectives of this thesis. We first explain the basic concepts of
IoT-based systems, cloud, and edge computing.

Internet of Things

In the Internet of Things concept, "Things" refers to different types of physical devices
(e.g., sensors, actuators, machines) able to transmit and share monitored data over
networks. IoT devices represent a part of a bigger infrastructure allowing the collection,
storage, processing and access to the produced data by users or other systems [55].
Regarding functionality, there are two types of IoT sensors, namely, (i) sensors with
memory, in which data are temporarily stored and sent periodically to defined destination
points (e.g., considering mobile IoT devices and intermittent network connectivity in
remote areas); and (ii) sensors without memory, in which data is constantly generated
and streamed to defined destination points (e.g., considering real-time environmental
monitoring and feeding data into processing systems).

Some of the key properties and characteristics of IoT include [56, 57, 58]:

• Interconnectivity. IoT devices are interconnected over private or public networks,
allowing autonomous interaction of sensors and other parts of IoT systems. To
satisfy requirements for latency, reliability, and energy efficiency, there are different
underlying wired and wireless communication technologies such as Ethernet, Wi-Fi,
ZigBee, Bluetooth, cellular networks (GSM, UMTS, LTE).

• Heterogeneity. A heterogeneous distributed IoT system is usually made of various
sub-systems. Therefore, the IoT devices can be highly heterogeneous in terms
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of different hardware platforms, multiple network interfaces, and communication
protocols for exchanging data.

• Sensing. Different IoT sensor types detect and measure the characteristics of their
surroundings and environmental changes. Collaborative sensing plays an important
role in enabling more intelligent decisions and better situational awareness.

• Enormous scale. The number of connected IoT devices that need to be managed
has been rapidly growing over years and will continue to grow. IoT adoption offers
new opportunities to improve decision-making processes, but at the same time
raising challenges for handling interoperability and effective data processing.

Cloud computing

Transferring and analyzing historical IoT sensor data in resource-rich and centralized
data centers enabled detecting threatening patterns in system behavior for improved
management and decisions. According to NIST [10], cloud computing represents a
model for enabling ubiquitous, convenient, on-demand network access to a shared pool of
configurable computing (e.g., networks, servers, storage) and software (e.g., applications
and services) resources that can be dynamically provisioned and released. Accordingly,
the five fundamental characteristics of cloud computing are:

• on-demand self-service, meaning that users can access needed resources automati-
cally without involving human interaction with different service providers;

• broad network access, meaning that computation resources are available for access
over the network from multiple locations and a wide range of user devices;

• resource pooling, meaning that providers use a cost-effective pooling of computing
resources to serve multiple consumers according to their demands;

• rapid elasticity, meaning that computing capabilities are elastically provisioned,
i.e., dynamically increasing or shrinking the number of physical resources according
to workload demands;

• measured service, meaning that cloud systems automatically control and optimize
usage of infrastructure resources by monitoring the provision of services, providing
transparency for both providers and consumers.

With the advent of IoT and its emerging applications, the amount of generated sensor data
continues to explode aggravating the transfer, storage, and processing of collected data.
Exceeding network capacity with enormous data traffic might cause serious challenges
including degradation of Quality of Services (QoS) and slowing down the response time
in critical IoT systems such as smart cities. For these reasons, cloud capabilities and
resources are partially moving to the edge of the network, shaping the future of collecting
and processing generated data.
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Edge computing is a computing paradigm that enables data processing closer to the
source of data. According to ETSI (European Telecommunications Standards Institute)
[59], edge computing is an evolution of cloud computing bringing application hosting
from centralized data centers down to the network edge, closer to consumers and the
data generated by applications. However, there are different variants and visions of edge
computing implementations [60] and the most common are:

• fog computing (FC) proposed by Cisco [23] as a highly virtualized platform that
provides computing resources between end devices and traditional cloud data
centers, while delivering a set of new services and applications at the edge of the
network. As a new computing layer, it leverages devices like M2M gateways and
wireless routers, to store and compute data;

• cloudlet computing (CC), proposed by Satyanarayanan et al. [61] as a concept that
involves proximate computing infrastructure with one-hop network latency that can
be leveraged by mobile devices. They represent dedicated devices with capacities
similar to a data center, but on a lower scale;

• mobile edge computing or multi-access edge computing (MEC) proposed by ETSI
[62], as a key technology to enable ultra low-latency requirements and a rich
computing environment for value-added services closer to end-users. It proposes
the deployment of intermediate nodes with storage and processing capabilities in
the base stations of cellular networks.

To perform data analytics based on IoT sensor data, we consider edge nodes (e.g.,
Raspberry Pi, edge gateways, or micro data centers) residing between IoT sensors and
centralized cloud data centers. By keeping data analytics close to the source of data,
edge nodes can minimize the latency for decision-making processes as well as to improve
the energy efficiency of data transmission networks [63]. The fundamental characteristics
that make edge computing extension of the cloud include [64]:

• Location awareness and low latency. Edge nodes are aware of their logical
location regarding the entire system, and the latency for communicating with other
interconnected nodes. Data analysis and response time are much faster than from
remote and centralized cloud services.

• Geographical distribution. The services and applications targeted by edge
computing often require geographically distributed deployments. Thus, edge nodes
play an important role in delivering data processing capabilities close to end-users.

• Heterogeneity. Edge nodes can be heterogeneous regarding both hardware and
software configurations as well as network communication capabilities. Further,
they can be deployed in different environments.
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• Support for time-sensitive applications. Edge computing applications involve
near real-time and real-time interactions compared to traditional batch processing
in the cloud (described further on this page).

Still, to deal with (i) a big volume of IoT data, (ii) limited edge resources, and (iii) low
latency requirements, edge methodology should include additional components, modules,
techniques, and algorithms, that we address in this thesis. We target edge nodes that are
responsible for critical tasks, emergency monitoring, and response functionalities, e.g., to
improve IoT systems, support decision-making processes, or reduce network traffic [65],
with different time-sensitivity aspects.

Time-sensitivity of data processing

Regarding time-sensitivity of data processing, there are three aspects, namely:

• batch processing, meaning that processing is less time-sensitive including aggregation
and processing of huge amounts of data in centralized data locations while taking
more time to get insights over past historical data. For example, it can be in the
range of minutes and hours for big cloud data analytics in healthcare systems [66].

• near real-time processing, meaning that the processing time is important for decision-
making, but without guarantees of completing a data processing task within specific
time constraints. For example, it can be in the range of seconds and minutes for
sustainable energy management systems for smart buildings [67].

• real-time processing, meaning that the critical time period requirement needs to
be fulfilled for data processing, i.e., technically, it must guarantee response times
within specific constraints (deadlines) for real-time applications. Depending on the
system, it can be in the range of milliseconds and seconds for time-sensitive cases
(e.g., ensuring traffic safety [18] or autonomous industrial machines and cars [68]).

In this thesis, we target both near real-time (to address RQs 1 and 2 in Chapter 3, RQ 3
in Chapter 4, and RQ 5 in Chapter 5, Section 5.2) and real-time (to address RQ 4 in
Chapter 5, Section 5.1) data analytics, through different edge use cases.

2.1 Research Focus and Main Use Cases

Figure 2.1 shows the research focus of this thesis (green shaded area), in which we
address data management approaches for efficient edge analytics and latency-critical
decision-making. We can see that IoT applications require latency-sensitive analytics
based on data produced by different IoT sensors. Nonetheless, near real-time edge
analytics is just a part of the bigger picture of distributed cloud/edge architecture, where
data analyzed at the edge can be also further anonymized and used for other applications
in the cloud. In this context, cloud computing can be used for non-time-critical analytics
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Figure 2.1: Research focus - edge data analytics for near real-time decision-making.

and long-term strategic analytics (e.g., optimization of actions in case of accidents for
police and ambulance, strategic planning of low emission zones for polluting vehicles,
intelligent traffic management during congestion, creating high definition maps for self-
driving cars). Contributions and insights from this work can help in improving emerging
IoT applications in distributed and decentralized edge environments. In particular, it
opens space for geographically distributed machine learning in a wider picture where
captured data and results of edge analytics can be further used to maintain global models
in the cloud for long-term strategical analytics.

As illustrated in Figure 2.1, in this thesis, we target two fundamental use cases smart
buildings and smart traffic, producing two different data types, namely, sensor-based
time series, and video data, and we refer to them throughout this thesis.

Time series

We partially performed evaluations of this work by collaborating with the Federal Real
Estate Company (BIG) that provided us real-world data coming from TU Wien’s Plus-
Energy Office High-Rise Building, and thereby showing potential for improvement in the
overall building management system and similar smart building scenarios.

We consider time series data that are very common in IoT data sources for applications
like smart buildings and homes [2], in contrast to other data types [69] such as audio,
status, or location data. Generally, data generated by sensor-based monitoring systems
are classified as time series [70].

Definition 1. A time series is a sequence of data points made over a continuous time
interval, where each data point consists of a timestamp and one or multiple values.
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Time series can be collected from systems having either equal or unequal monitoring
time intervals between data points. In the first case, they are made periodically, e.g.,
by reading outdoor temperature measurements, so-called evenly-spaced or regular time
series. In the second case, they can occur when data production is triggered by certain
events or while dynamically changing the static monitoring frequency to avoid redundant
data during steady runs of the system [71], so-called unevenly-spaced or irregular time
series. In this thesis, we focus on regular time series, since in our use cases data analytics
rely particularly on regularly time-stamped measurements.

Univariate and multivariate time series. Univariate time series refers to a single observing
variable, while multivariate time series includes two or more variables where each variable
depends on its past values and on other variables. In this work, we target only univariate
time series data, i.e., observations including only time stamps and measured values.

Video data

We partially consider evaluations of this work based on our InTraSafEd 5G project,
funded by the city of Vienna to explore 5G use cases for a better connected smart city.
We collected video data (video frames) coming from traffic cameras deployed in a typical
edge smart traffic scenario used in the project. This type of data is typical in many
different applications including increasing security and public safety.

The video frames streamed from IoT cameras need to be fed into video analytics applica-
tions in real-time to automate the analysis of the monitored surroundings. Managing such
an amount of video data represents one of the major challenges from the video analytics
perspective, representing a computationally expensive task including the execution of
neural network inferences and other machine learning models in resource-constrained
environments [72]. Therefore, performing edge video analytics is considered as the killer
app for edge computing [73].

2.2 Methods and Analytics
IoT systems are designed to make decisions based on data collected from sensors and
their analysis. To be able to store and analyze historical data timely before making
any near real-time decisions at edge nodes, we need to make the transition from exact
data analysis and reactive approaches to statistical paradigm and proactive approaches,
incorporating different data science methods. The research challenges and problems for
data-centric services and data management (described in the previous chapter) require
different research methodologies that we detail in this section.

2.2.1 Data Science

Data-centric approaches of this work involve different phases such as data collection and
preparation including data observations, sampling, and analysis of data. We apply data
science techniques for time series analysis (RQ 1, RQ 2, RQ3) to improve the effectiveness
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of forecasting models as shown to be critical for many time-sensitive IoT systems [74].
Different statistical methods can be used to determine data characteristics, trends, and
patterns in collected sensor data. Statistic measurements are fundamental in typical
experiments that involve time series. For example, to choose appropriate forecasting
methods in predictive analytics, it is necessary to explore data characteristics such as
data stationarity and non-stationarity.

Stationary time series implies that the statistical properties (such as mean, variance,
auto-correlation) of time series and the shape of its distribution are constant over time.
Non-stationary time series implies that the statistical properties of data change over
time, e.g., data points can include trends, seasonality, random walks.

Figure 2.2 illustrates representative examples of time series types with different charac-
teristics. The first top three graphs show non-stationary patterns with seasonality and
trends, while the bottom graph shows a dataset with stationary characteristics.

Figure 2.2: Time series with different characteristics and applied forecasting methods.

2.2.2 Time Series Forecasting

To deal with data management strategies (RQ 1, RQ 2, and RQ 3), we target the analysis
and forecasting based on time series. Time series data analysis has been a very active
research area over the past few decades. Using historical data it is possible to predict
the future values of time series data. Based on time series forecasting and analysis of
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unusual data behavior, life-threatening situations and system failures can be detected
even before they occur [70].

Predictive analytics has a huge potential to revolutionize critical and reactive IoT
applications. We use different forecasting methods that rely on previously described
statistical learning of data at the core. Based on characteristics and recognized patterns
of historical data, predictive analytics and forecasting methods can help us to predict
future data behaviors and consequently improve decision-making processes for managing
IoT systems. Therefore, we target predictive analytics in the context of proactive decision-
making. When historical numerical data are available, we can use different forecasting
models to observe a forecast horizon.

A forecast horizon is the number of data points representing prediction length, i.e., the
amount of data into the future for which the forecasts will be calculated. Figure 2.2 shows
calculated forecast horizons in different datasets (blue lines) with prediction confidence
intervals (shaded areas) within which calculated forecasts are expected with a certain
probability. Different lengths of historical data and forecast horizons can impact the
performance of predictive analytics in terms of error and inference time. Determining the
accuracy of time series forecasting is an essential step in many decision-making processes.
To evaluate the forecast horizon, accuracy measures are used.

Accuracy measures evaluate the forecast by considering how well the forecasting model
performs on test data that were not included during the process. Accordingly, time series
prediction evaluation is consisted of dividing datasets into two parts, namely, training
and a test set. As illustrated in Figure 2.3, training data are used to estimate different
parameters of the forecasting method to calculate forecast horizon, while test data are
used to evaluate the forecast accuracy.

t
Training data Test data

Figure 2.3: Evaluation of the forecast accuracy.

One of the most widely used measures for evaluating the forecast accuracy is Mean
Absolute Percentage Error (MAPE), defined as:

MAPE = mean(|pi|) = 100
n

n∑
i=1

|(yi − ŷi)|
yi

(2.1)

where pi is the forecast percentage error, n is the number of data points, yi − ŷi is
the forecast error, yi and ŷi are respectively the i-th actual value of y and its forecast.
MAPE is based on percentage error, meaning it is scale independent, enabling to compare
forecast performances between different data sets.

Further, different IoT sensors can have different patterns in collected time series data
(considering stationary and non-stationary characteristics). There are several widely used
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forecasting methods appropriate in our context. When data analytics rely particularly
on regularly time-stamped measurements, the choice of automatic forecasting techniques,
i.e., without constant user interactions, is appropriate for predicting critical events at the
edge. Since we are faced with near real-time decisions and data handling operations in
our algorithms, there are commonly used methods such as ARIMA and ETS. They are
implemented in different forecast packages, featuring automatic parameter estimations.

AutoRegressive Integrated Moving Average (ARIMA) [75] models aim to describe the
autocorrelations in the historical data based on their characteristics. To make the
model fit the data, ARIMA captures three aspects, namely, AR: Autoregression, using
the dependency relationship between an observation and its own lagged observations;
I: Integrated, using the differentiation of observed data values (i.e., subtracting the
observations from the previous values) to make the time series stationary; MA: Moving
Average, using the dependency between an observation and a residual error from a moving
average applied to lagged observations [76]. The automatic ARIMA method can obtain
different and unusual patterns (e.g., high seasonality) [77], estimate needed parameters,
and automatically compute suitable forecasts [78].

ExponenTial Smoothing (ETS) [79] models aim to describe important data components,
such as Trend and Seasonality in combinations with an additive and multiplicative Error
term. The modeling combination of these three terms results in 30 ETS models. Different
models fit different sensor data from different applications [80], and can be used for
capturing multiple complex seasonality in time series data.

2.2.3 Video Analytics

Video analytics refers to applications for processing video streams from cameras to
detect or identify specific objects, events, or behaviors in the monitored environment.
Such obtained information can help to perform certain actions and decision-making
processes in IoT systems. To automatically complete processing tasks, video analytics
often use artificial intelligence by applying different computer vision techniques and
machine learning (ML) models. In this thesis, we target object detection, a popular
computer vision technique.

Video analytics workflow for object detection requires the training of ML models, such
as convolutional neural networks (CNN) [81], on manually annotated images. The
standard Common Objects in Context (COCO) [82] is one of the large-scale datasets
containing pre-annotated images for training computer vision models. In this work, we
use pre-trained object detection models to detect different object classes in images.

For example, Figure 2.4 shows a result of the object detection workflow. A model
trained to detect the presence and location of object classes (such as persons) is provided
with an input image. The shown image is collected during our InTraSafEd 5G project
demonstration (described later in Chapter 5). Once the input image is provided to the
model, it will result in a list of objects, their spatial location (with a bounding box), and
a confidence score. A confidence score is a number indicating the confidence of the model

23



2. Background

Figure 2.4: An example of applied object detection technique on a real-world image.

that the object was detected correctly, i.e., that the predicted bounding box contains
the object. In the application, it can be also set as a cut-off threshold for accepting or
discarding detection results.

Further, TensorFlow Light [83], a lightweight version of the popular TensorFlow platform,
is proposed to build and deploy ML models on edge or IoT devices that contain limited
resource capabilities. Therefore, to run ML models on edge devices, it is required to
reduce the size of the model (i.e., affecting less storage space and memory usage).

MobileNetSSD v1 and v2. When building object detection networks, an existing network
architecture is used within the object detection pipeline, and can result in a very large
size in the order of hundreds of MB. For this reason we use MobileNetSSD v1 [84] and
v2 [85], lightweight and pre-trained CNN-based object detection models trained using
the standard COCO dataset. MobileNet represents the base network using convolution
to produce high-level features (i.e., recognition and classification), and SSD (Single
Shot MultiBox Detector) represents a detection network, i.e., an algorithm using the
last convolutional layer on the base network for the detection task. Models such as
MobileNetSSD v1 and v2 are optimized to run on resource-constrained edge hardware.

2.3 Edge Hardware and Network Resources

In this section, we describe edge hardware resources and network communication protocols
used in our evaluation testbeds.

2.3.1 Hardware

Raspberry Pi (RPi). RPi is a single-board computer, enabling a small scale computing,
e.g., in the deployment of IoT systems. The latest version RPi model 4B comes with Quad
core Cortex-A72 (ARM v8) at 1.5GHz and 8GB RAM. It also features Gigabit Ethernet,
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Figure 2.5: Edge hardware including Raspberry Pi, Edge TPU and camera module.

onboard wireless networking, Bluetooth, USB components, and enables connecting
different peripheral devices such as camera modules and sensors. Considering its relatively
small physical size, this RPi can be used in edge environments (e.g., homes, factories,
weather stations), robotics, or attached to traffic lights. Figure 2.5 shows one RPi, its
camera module V2, and the USB accelerator to speed up the inferencing of ML models.

Edge accelerators. Since edge nodes have constrained resources and limited power, they
often include a TPU (Tensor Processing Unit) coprocessor to accelerate ML workloads.
TPU represents application-specific integrated circuits (ASIC) capable to execute CNN,
enabling different vision-based ML applications. We use Coral USB Accelerator that
can be attached to RPi (as shown in Figure 2.5). Edge TPU requires TensorFlow Lite
models (e.g., MobileNetSSD v1 and v2) that are quantized and compiled specifically for
the Edge TPU to speed up video analytics. Before running an inference, the model is
loaded into Edge TPU RAM to increase the performance.

2.3.2 Network Communication

Advances in connectivity, communications, and networking technologies are one of the key
enabling points for the deployment of IoT systems through data exchange and derivation
of actions. Together with the evolution of network technologies, edge data analytics (i.e.,
the potential of performing data processing at the edge of the network), are driving the
growth of IoT forward to be more efficient and reliable. From the network perspective,
edge means that the destination point is only a few network hops from the source point,
while cloud means that data packets are transferred across the Internet backbone, often
including different geographic regions.

Low latency delivered by modern communication networks like 5G is becoming a condition
for latency-sensitive IoT applications [18] (e.g., to increase traffic safety in smart cities).
With 5G-enabled phone we were able to obtain different network measurements such as
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network latency and available bandwidth for various network types. Based on obtained
measurements, it is possible to emulate real-world test conditions of an edge testbed
in the lab. To improve experimental evaluation setup (Chapter 6), we target Iperf, a
popular tool for performing real-time throughput measurements of different network
types. To address RQ 4 and RQ 5 in Chapter 5, we used Huawei 5G router and Samsung
S20 5G-enabled phone as shown in the lower part of Figure 2.6.

IoT Network Protocols

In the IoT environment, IoT devices need to communicate with other devices, systems,
and services to exchange messages, data, or commands for actuators. Typical network
communication models include:

• Request/Response or Request/Reply model [86] in which client software sends
a request for data or services, and server software responds to it. One of the
request/response-based application-layer protocols is Constrained Application Pro-
tocol (CoAP) [87] designed for resource-constrained IoT devices and limited network
connectivity. CoAP is a one-to-one protocol mostly used in machine-to-machine
(M2M) applications, and runs over the UDP transport layer, i.e., does not provide
secure communication (e.g., handshakes) and guaranteed delivery of messages.

• Publish/Subscribe (Pub/Sub) model [88, 89] in which entities can exchange messages
in a many-to-many style of communication. Three important components in
Pub/Sub protocol are publisher, broker, and subscriber. Publishers are entities
that send data to the topic managed by the broker. Subscribers are entities that
subscribe to certain topics to receive and consume data distributed by brokers.
Pub/Sub is widely used as an IoT communication pattern because of the distributed
nature of IoT and its ability to support a rapidly growing number of IoT devices
and services. For these reasons, we utilize Pub/Sub model in the edge system
design in this thesis (while addressing RQ 4 and RQ 5 in Chapter 5).

Message Queue Telemetry Transport (MQTT) is a popular IoT network protocol
that follows the Pub/Sub pattern. It is designed as a lightweight, client-server messaging
protocol, in which publishers and subscribers represent clients and a broker represents a
server. It runs on top of the TCP transport layer enabling many-to-many communication
and allowing messages to be broadcast to different system components asynchronously.
MQTT is suitable for small sensors and mobile devices, e.g., in M2M industry applications
[90]. It offers fast response time, reliability, and different Quality of Service (QoS) levels
for guaranteeing delivery of messages. We used open-source MQTT Eclipse Mosquito
broker and MQTT Paho client for android application development.

2.3.3 Testbed

Figure 2.6 shows the heterogeneous edge infrastructure used in our testbed setup for
experimentation (Chapter 5, Section 5.2). There are 12 RPis model 3B+ separate into 3
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Figure 2.6: A testbed infrastructure for evaluation of edge data analytics approaches.

stackable cases and 3 RPis model 4B available in the lab. Further, all three RPis 4B have
attached Coral Edge TPU (USB accelerators) and 8MP camera modules. All RPis are
connected to the network with Netgear 24-Port 10-Gigabit Switch and Ethernet router.

2.4 Environment and Tools

In this section, we describe programming environments, platforms and tools together
with their features that helped us to evaluate proposed approaches.

2.4.1 R Environment

R1 represents a software environment and programming language for statistical computing,
graphics, and data visualizations. Based on different packages it enables applying
statistic functions and models, data manipulations, and predictive analytics. Some of
the forecasting methods and models are implemented and available to users, including
automatic ARIMA or ETS techniques.

To implement algorithms and approaches by addressing RQ 1 and RQ 2 in Chapter 3,
we use R environment that can be extended with different libraries and packages for
effective data handling and manipulations. Some of the used packages include tseries
[91] (providing methods for analyzing time series data), forecast [78] (providing methods
for univariate time series and forecasting techniques), zoo [92] (providing functions for
regular and irregular time series), ggplot2 [93] (providing functions for data visualizations
and improving the quality of graphics).

1https://www.r-project.org/
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2.4.2 Python

Python2 represents a high-level programming language used for data science, handling huge
amounts of data and building data science workflows. It is also often used by developers to
build and run machine learning models. To address RQ 4 and RQ 5 (described in Chapter
5) we implemented different algorithms by using python libraries such as numpy (providing
different mathematical functions for multidimensional arrays), pandas (providing methods
for quantitative data analysis and manipulation), cv2 (providing computer vision and
machine learning algorithms), PIL (Python Imaging Library featuring image processing
functionalities).

2.4.3 Docker

To support adaptive data analytics placement dependent on data locality from RQ 5,
in the experimental evaluation, we consider the design methodology of microservices
for more efficient and easily maintainable IoT analytic systems (as examined in [94]).
Microservices represent an architectural approach to structure complex applications
into a collection of smaller independent services. Such services offer easier deployment,
maintenance, and scalability, compared to traditional monolithic architecture that aims
to make an application as a single unified unit.

Docker3 is the software containerization platform that enables the encapsulation of such
microservices into containers. In this thesis, we consider data analytics services and IoT
applications to be packaged up into docker containers and can be run across different
machines, i.e., edge nodes. Considering the deployment and management of containerized
applications, many researchers and enterprises are revealing nowadays the rapid adoption
of Kubernetes platform. Docker provides integration with such existing platforms.

2.4.4 Kubernetes

Kubernetes4 represents one of the widely used open-source orchestration platform that
automates the deployment and management of containerized services and applications
across computational infrastructures. It is used by a broad community of researchers
and industry practitioners.

Kubernetes uses a pod as a basic object of execution, referring to a single or group of
related application-specific containers. So, the data analytics application (e.g., object
detection) can be represented as a pod that will be deployed to one of the edge nodes,
i.e., workers. We use Kubernetes as a platform for container orchestration, aiming to
realize and support important edge data analytics approaches in this thesis. To deploy an
application instance in Kubernetes, a set of specifications must be included to describe
desired characteristics of the Kubernetes objects such as pods.

2https://www.python.org/
3https://www.docker.com/
4https://kubernetes.io/
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YAML (Yet Another Markup Language). Kubernetes objects, such as pods, deployments
and services, are created by using expressions in YAML configuration files, also known
as Kubernetes manifests. Using various fields in the YAML simple text format, users
can describe basic details such as the type of the Kubernetes resource, metadata, and a
desired state of the application. Description of a desired state include specifications such
as executable docker image containing the application software and resource requests
(e.g., CPU, memory).

Figure 2.7 illustrates a simple example of deploying an application using Docker and
Kubernetes. The typical way to deploy applications in Kubernetes include passing YAML
file directly to the API server component on the master node. Based on the scheduler
component, master node will then assign pods to worker nodes based on specification from
YAML file, e.g., specified container image of the application, constraints and available
resources of worker nodes. Based on the testbed setup from Figure 2.6, we created
different single and multi-node Kubernetes clusters.

---
apiVersion: v1
kind: Pod
metadata:
  name: myapp
spec:
  containers:
    - name: myapp
      image: myapp:v1
...

Worker 
node 1

Master
node

Worker 
node 2

Worker 
node 3

YAML

Kubernetes cluster

Pod
Containerized app

User/
developer

Figure 2.7: A high-level overview of the application deployment in Kubernetes.

2.5 Research Contributions Roadmap
Lastly, Figure 2.8 illustrates the research contributions of the thesis through the following
three main chapters. As described in this chapter, we focus on two main uses cases and
corresponding IoT sensor data types, namely, time series and video frames. Chapter 3
presents edge data management framework featuring adaptive recovery of incomplete data
and efficient edge storage mechanisms. Chapter 4 addresses data and storage management
perspectives of distributed edge nodes with the emphasis on elastic data services for
achieving sustainable edge analytics and data-driven decision-making. Section 5.1 in
Chapter 5 proposes a system design for integrating edge infrastructures and modern
communication technologies for real-world critical IoT scenarios such as increasing traffic
safety. Finally, Section 5.2 in Chapter 5 proposes a self-adaptive placement of edge
analytics based on data locality, featuring tracking and control mechanisms.
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Figure 2.8: Organization of thesis research contributions.
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CHAPTER 3
Data Management Strategies for
Near Real-Time Edge Analytics

In the previous chapter we presented background on edge data analytics, our research
focus, necessary research methods and environments. In this chapter, we first address
challenges of limited resources of edge nodes, while dealing with strict latency and
accuracy requirements from IoT applications. Further, we focus on the problem of
incomplete sensor data and its impact on near real-time decision-making processes.

We introduce Edge Data Management Framework (EDMFrame1), a three-layer architec-
ture model for resilient edge data management. The main contributions include:

• a novel, generic mechanism for adaptive recovery of incomplete time se-
ries, incorporating a recovery cycle that ensures outliers removal, detection, and
forecasting of each gap, using single-technique recovery (STR);

• edge storage management mechanism that achieves a trade-off between the
amount of data stored at the edge and high accuracy for predictive analytics;

• a mediator component featuring Projection Recovery Maps (PRMs) that detect
the necessary range of historical data to recover different gaps in datasets, as well as
to recommended recovery techniques, enabling multiple-technique recovery (MTR).

We propose a three layer architecture model in Section 3.1.2. Section 3.2.2 presents data
recovery mechanism, while Section 3.3.1 shows the edge storage management algorithms.
Section 3.4 describes the novel mediator component. Experimental evaluation and
discussion are shown in the evaluation Chapter 6, in Sections 6.1, 6.1.2, 6.1.3 and 6.1.4.

1https://github.com/lujic/EDMFrame
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3.1 Background on Edge Data Management

The IoT has recently attracted attention from both academia and industry. Billions
of devices are getting connected to the Internet [95], generating huge amounts of
data. Today, IoT sensors are used in many applications, like eHealth [4, 13], smart
manufacturing [96], smart home and building systems [2], and smart cities [97, 98].
These systems require sensors data collection, data analysis, and acting based on the
results of the analysis. Usually, IoT data are processed in geographically distributed
and distant cloud data centers [8, 9]. However, cloud data processing performance is
affected by the increased size of data and due to the limited scalability of current network
infrastructures [20]. Also, respecting critical predictive analytics in modern IoT systems,
meeting the strict latency and accuracy requirements [12] of decision-making processes
imposes new issues.

Edge analytics is a promising solution to latency and network size challenges by employing
edge nodes, i.e., smaller scale cloud data centers deployed closer to IoT sensors [22]. Per-
forming data processing in edge nodes allows near real-time decisions for IoT systems [23].
However, edge analytics has many open challenges. First, missing or invalid data may
appear due to different reasons such as monitoring system failures, data packet loss,
sensor aging, or changes in external conditions [31]. Performing analytics on incomplete
data can lead to inaccurate decisions [2, 99]. Second, compared to cloud data centers,
edge nodes have limited storage and scalability affecting the accuracy of predictive
analytics and, consequently, decisions for critical applications such as smart buildings [2]
or manufacturing systems [96].

3.1.1 Edge Data Management Solutions and Limitations

There are different data management strategies for IoT and edge systems, considering IoT
requests offloading [100], IoT resource management [4] and IoT security mechanism [101].
However, mentioned solutions focus on QoS for distributed edge data processing, workload
management, and ensuring the security of IoT sensitive data rather than focusing on
data reconstruction and storage management. Although some works propose various
reconstruction methods of incomplete datasets [102, 103], they do not distinguish recovery
of various gaps, despite diverse data characteristics.

We argue that for timely and accurate data recovery in modern IoT systems, it is important
to combine different recovery techniques, even within the same datasets. Predictive
analytics has a huge potential to revolutionize critical and proactive IoT applications, such
as accurate diagnosis of patients in eHealth, maintenance services, and failures prevention
in smart manufacturing and building systems. For decision-making processes, Sensor-
Cloud Infrastructure [104] is a promising solution. Other works like [105, 106] discuss
IoT sensor data reduction and dynamic compression techniques, focusing on network
optimizations. Still, there is a lack of solutions for accurate predictive analytics while
dealing with incomplete data and limited edge storage capabilities. Traditional approaches
for IoT and cloud data management address the challenges related to incomplete datasets
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and storage limitations [107, 8, 9], without considering the impact of data quality and
data resilience on decision-making processes, which is of paramount importance to ensure
efficient and accurate analytics in IoT systems [108]. In the following sections, we describe
our proposed edge data management architecture model with all components in detail.

3.1.2 Edge Data Management Architecture Model

Figure 3.1 shows an overview of the EDMFrame architecture model. At the time we write,
several frameworks for IoT data processing have been proposed, such as Eclipse Kura2,
Node-RED3 and Flogo4. Most of these frameworks focus on integrating heterogeneous
IoT devices and on the interplay between the edge and cloud layers. They either do
not provide methods for data recovery and predictive analytics, or they focus only on a
specific technique for performing these tasks. Complementary to these works, we design
EDMFrame as a service built on top of these or similar IoT data processing services,
to enhance the data recovery and analytics features they offer. The aim is to devise a
mechanism to deliver accurate near real-time decisions while coping with (i) incomplete
data, (ii) a big volume of data, and (iii) limited storage resources at the network edge.
The architecture includes three software layers, namely: gathering layer, edge layer, and
cloud layer. Even though the main focus of this paper is the edge layer, we describe all
of them for completeness.

Gathering layer transmits IoT measurements to the edge layer to reduce communication
costs, save bandwidth and meet latency requirements in distributed sensor networks.
Gateways at this layer can aggregate sensor data sending them in an appropriate format

2https://www.eclipse.org/kura/
3https://nodered.org/
4https://www.flogo.io/
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Figure 3.1: A high-level architecture model overview for edge data management framework,
based on smart buildings use case.
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and size to the monitoring component. In step (1) (see Figure 3.1), data are collected
from smart buildings and then in step (2) transferred to the edge layer.

Edge layer manages data through different stages of EDMFrame, to perform accurate
and timely analytics. It is composed of edge nodes, e.g., edge servers and micro data
centers [22], aiming to perform data processing closer to data sources. EDMFrame
includes the following elements:

Monitoring component. This component (i) receives and analyses data to detect outliers
and missing values, (ii) notifies the mediator component about incomplete data, (iii)
prepares data for the data recovery mechanism and (iv) triggers IoT actuators based on
local edge analytics. It can also extrapolate data characteristics for further analytics.

Specification list. Once data are transmitted to the edge layer, user specifications are
checked in step (3). Specification list contains application-dependent and user-defined
parameters, useful for both data recovery and edge data management process (e.g.,
forecast horizon, monitoring frequency, forecast method, accuracy threshold, conditions).

Data recovery mechanism. The adaptive recovery process is performed in step (4). It
receives data from the monitoring component and performs semi-automatic recovery of
multiple gaps incorporating recovery cycles (see Section 3.2.2). The output is a dataset
without gaps and cleaned from outliers.

Storage. Edge storage carries limited capacities. It stores data coming from the data
recovery mechanism and communicates with the edge storage management, mediator
component, and local edge analytics processes.

Edge storage management. In step (5), the edge storage management mechanism maintains
limited storage keeping only data relevant for near real-time decisions. It checks available
data, validates the specification list, and implements the edge storage management
phases (see Section 3.3.1). The available data are used in step (6) for local analytics,
whose output is forwarded either to the storage or to the monitoring component sending
commands to actuators in step (7).

Mediator component. The mediator manages projection recovery maps to support the data
recovery mechanism (see Section 3.4). In step (8), the mediator component communicates
with the cloud data repository. It transfers the necessary data from/to the cloud. It can
also perform data filtration and data transformation to improve data transfer between
edge and cloud layers.

Cloud layer contains the data repository, storing historical data collected from IoT
systems. It performs compute-intensive big data analytics based on entire datasets.

Sections 3.2, 3.3 and 3.4, detail all edge layer components. We design an experimental im-
plementation as a pipeline with the core algorithms: monitoring component (Algorithm 1),
data recovery mechanism (Algorithm 2) and edge storage management (Algorithms 5
utilizing Algorithms 3 and 4). Table 3.1 lists the main notations used hereafter.

34



3.2. Adaptive Data Recovery Mechanism

Table 3.1: EDMFrame main notations and definitions.

Notation Description
Din Matrix that represents incomplete input data.
Dfr Matrix that represents framed (prepared) data to be stored.
ω Vector that contains all indexes of missing values.

nom Variable that counts number of missing values (based on ω).
ω̂ Vector that stores indexes of the current gap (ω̂ ⊂ ω).
γ Vector containing forecast accuracies from the iteration phase.
vγ Standard deviation (volatility) of the entire vector γ.
sf Scaling factor dividing vγ to set threshold for finding clusters.
CLth Threshold in identifying stable accuracy clusters.
∆γ
v Set of standard deviations calculated from the sampled γ.
C Matrix containing detected stable accuracy clusters.
facth Forecast accuracy threshold.
CLap Appropriate cluster with stable forecast accuracy.
fh Forecast horizon - the amount of data as prediction length.
Sd Array representing available dataset in storage.
df Decrement factor that decreases available dataset Sd.
dfpct Decrement factor percentage.

3.2 Adaptive Data Recovery Mechanism

In this section, we focus on the data recovery mechanism based on the architecture model
proposed in the previous section. We propose a novel mechanism for the efficient recovery
of incomplete time series datasets. We first provide background and motivation for the
recovery of incomplete datasets. Then we introduce our data recovering mechanism,
describing each component and related algorithms. We also provide an analysis of the
algorithms’ complexity. The experimental evaluation is presented in Section 6.1.2.

3.2.1 Motivation for Recovery of Incomplete Datasets

The use of IoT architectures is constantly increasing, and consequently also the amount of
data collected by IoT smart devices [20]. Collected datasets can bring valuable information
by performing timely data analytics. However, to extract meaningful information from
the data, we need to ensure that datasets are complete and cleaned from outliers.

One of the use cases we select is smart home/building applications, where energy-efficient
smart homes and buildings are equipped with automated energy management systems
integrating different components such as renewable energy generation (e.g., solar and wind
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turbines), smart meters, and smart sockets [16]. We consider the impact of incomplete
datasets in this scenario from two perspectives: (i) batch (long term), and (ii) near real-
time (short term) analytics. Incomplete datasets may affect batch analytics on historical
data, affecting management systems (e.g., heating and cooling management), and thus
decreasing energy efficiency while increasing operational costs. Moreover, it can affect
near real-time power management systems in the case of power fluctuation caused by
intermittent renewable sources of electricity. Analytics performed on incomplete datasets
may affect also load balancing in smart grids, and reliability of energy supplies [99].

We can find such challenges in other real-world scenarios. In intelligent traffic management
systems [109], the traffic situation is constantly monitored by different types of IoT
environmental traffic sensors [3] to optimize/control traffic flow and avoid collisions and
congestions. Inaccurate analysis due to incomplete data may affect traffic monitoring, with
negative effects on collision and congestion avoidance systems. Concerning eHealth [4],
where patients’ health is constantly monitored by different types of sensors to treat
different diseases, incomplete data may affect the accuracy of health monitoring and
prevent a timely reaction in case of problems. Therefore, it is important to efficiently
recover incomplete data before processing them.

In our approach, we consider data analytics performed on the edge nodes to deal with the
increasing scale of systems such as smart buildings and homes. However, the edge layer
has limited resources in comparison with the cloud layer, where resource-demanding batch
analytics can be performed. Solutions such as resource management mechanisms [14] and
optimized service placement [110] have been proposed to deal with the resource constraints
of the edge. However, such approaches do not propose efficient and adaptive solutions for
data quality improvement. Additionally, state-of-the-art works do not consider the time-
critical demands in the context of IoT applications and the improvement of data quality
by using different forecasting techniques. Therefore, we bridge this gap by introducing
user-defined and condition-based recovery in the choice of different forecasting techniques
for adaptive recovery of incomplete data on the edge. In this work we focus on the edge
layer, leaving the interplay between cloud and edge for future work.

3.2.2 Adaptive Mechanism Components

We present an adaptive mechanism for sensor time series data recovery. First, we define
a gap as a sequence of one or more missing or invalid consecutive values, distributed in
time series. Missing values occur due to sensor or monitoring failures, while invalid data
represent outliers due to measurement errors.

Definition 2. A gap Gkn represents the n-th gap in an incomplete dataset with k miss-
ing/invalid values.

For example, G17
2 refers to the second gap with 17 missing values. In Figure 3.2, we

provide a flowchart of the proposed recovery mechanism. First, data are prepared in
the monitoring component. To this end, data indexes from each gap in the dataset are
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Figure 3.2: Adaptive edge data recovery mechanism of incomplete datasets - flowchart.

detected and marked in the data preparation module. Then, the recovery cycle starts by
detecting the amount of missing/invalid values. The cycle terminates when there are no
more missing values. Otherwise, the gap identification component detects the size of the
current gap, selecting it for the current recovery cycle. The data processor component
analyses data points preceding the current gap, that are important for the setup of the
forecasting process, including user specifications. Then, necessary data and techniques
selected from the repository are forwarded to the forecasting process. Once the gap is
recovered, conditions for the next recovering cycle are checked. The following subsections
describe all components in detail.

Data preparation

The goal of this component is to prepare an incomplete dataset for the recovery process.
To this end, we apply a set of operations that detect each gap in the dataset. The data
preparation process is described in Algorithm 1. First, line 1 creates an empty vector for
indexes of missing values in the dataset. Outliers are identified according to minimum
and maximum values, for particular sensors, that can be either application-dependent or
predefined by the user. If a data value is out of bounds, it is replaced by a missing value
indicator such as NA (Not Available) (line 2), so that the correct value can be efficiently
estimated in the recovering cycle. Missing values can occur for different reasons, like
system or sensor failures. Once the system/sensor is recovered, the next received data
point is stored right after the last generated timestamp. Therefore, to identify a gap, it is
necessary to check timestamps. We propose a solution where the monitoring component
receives data and stores either corresponding data value or NA (a missing value indicator)
for each created timestamp (lines 4-13). Counters i and j (line 3) count data from input
and prepared Dfr, respectively. If timestamps from Dfr and Din match (line 5), the
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data point is moved to Dfr beside the corresponding timestamp (line 6). Otherwise, NA
is stored (line 9), and the index of a missing data point is moved to the created vector ω
(line 10). Once the while loop terminates, the vector ω contains all indexes of missing
data, the amount of which is placed in the variable nom (line 14).

Algorithm 1 DataPreparation

Input: Din[timestamp, value], Dfr[timestamp,_]
Output: vector ω
1: Create vector ω
2: Replace all outliers by a missing value indicator NA (based on thresholds)
3: i← 1; j ← 1
4: while i ≤ length(Din) do
5: if Dfr[j, 1] = Din[i, 1] then
6: Dfr[j, 2] ← Din[i, 2]
7: i← i+ 1; j ← j + 1
8: else
9: Dfr[j, 2]← NA

10: Add index j in vector ω
11: j ← j + 1
12: end if
13: end while
14: nom← length(ω)

Gap identification

The gap identification phase (see Algorithm 2) is responsible for detecting multiple
gaps in a given dataset. It identifies the limits of each gap, using this information
for the recovery process. Each gap is processed separately, to enable the selection of
an appropriate forecasting technique based on characteristics of previous data or user
predefined specifications. The counter i (line 1) is used to iterate over the vector ω,
while data index of the first missing value is copied to the beginning of the vector ω̂ and
stored also in the temporary variable t (lines 2-3). As long as there are missing values
in nom (line 4), the counter i looks for the next index of missing value, while the index
stored in the variable t is incremented by 1 (line 5). It allows checking whether a gap of
consecutive missing values exists (line 6). If indexes are consecutive, the corresponding
index is copied to the vector ω̂ (line 7). Otherwise, all missing values from the current
gap are detected (line 8), and the vector ω is updated in line 9.

Data processor

This component performs the extrapolation of data characteristics and parameters needed
for the utilization of particular forecasting methods. Necessary characteristics are obtained
during the analysis of available data preceding the first missing index of the current gap,

38



3.2. Adaptive Data Recovery Mechanism

Algorithm 2 GapIdentification

Input: Vector ω, variable nom
1: i← 1
2: ω̂[i]← ω[i] . Create vector ω̂[] storing missing indexes of current gap
3: t ← ω[i] . Create temporary variable t and store first missing index
4: while nom > i do
5: i← i+ 1; t← t+ 1
6: if t = ω[i] then
7: ω̂[i]← ω[i]
8: else
9: Remove indexes of ω̂ from ω

10: break;
11: end if
12: end while

that is identified in the previous component. To efficiently forecast NA marked gaps,
predecessor data are analyzed to derive parameters necessary to the forecasting process.
Parameter selection depends on the forecasting technique. Semi-automatic mechanism
allows two scenarios: (i) single-technique recovery (STR) and (ii) multiple-technique
recovery (MTR). In the first scenario, a single technique, that can be specified by users,
is used to recover all gaps. In the latter scenario, a technique is selected for different gaps.
Currently, we assume that techniques are predefined by users in the algorithm repository.

Forecasting process

In this component, a forecasting technique is selected from the repository and applied to
the current gap. Figure 3.3 shows the adaptive recovery process including the results of
the aforementioned components. After corresponding missing indexes are stored by the
preparation component and the first gap identified by the gap identification component,
the data processor component analyzes predecessor data before the gap. The selected
forecasting technique is then applied for the recovering process.

Figure 3.3 shows our approach, where forecasting process component applies different
techniques (t1, t2, and t3 ) for different gaps. The choice of suitable techniques depends
on data characteristics and forecast objectives as described in [111]. For example, we
can select different techniques according to different dataset characteristics: (i) the
Autoregressive Integrated Moving Average (ARIMA) method can be used if data contain
stationary characteristics, such as trend stationarity, that can be explored by methods
proposed in [112]; (ii) the Exponential Smoothing method (ETS), although overlapping
in some cases with ARIMA model, can be used for short-term seasonal series or with
multiple complex seasonality [113]; (iii) the TBATS forecasting model can be used for
long seasonal periods.

If seasonality occurs in time series, by checking periodicity, the data processor component
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Figure 3.3: Forecasting process of adaptive data recovery for multiple gaps.

can forward that information to the next component. Users can also specify additional
information about the data, such as a monitoring frequency, e.g., if temperature data
are collected every five minutes, then the seasonal parameter value 288, representing
the expected daily seasonality (12 · 24), is included in the forecasting procedure. Once
all necessary parameters are forwarded from the data processor, the forecasting process
can start. Missing values are replaced in the original dataset, and their indexes are
removed from the vector ω. Once the current gap is recovered, the next gap (if exists) is
considered in a new cycle. The recovering process stops when no more missing values are
left in nom variable.

Algorithm complexity

By looking at the while loop in line 4 of Algorithm 1, we see it iterates over available
dataset making it O(n), where n represents a number of data points in the acquired
dataset. Further, entering the while loop of Algorithm 2 (line 4), it iterates the vector
of indexes of missing values that are always less than the amount of data in array Sd.
The other lines require O(1). In case the forecasting process uses automatic ARIMA
method, the time complexity is O(n2), where n is the size of data, resulting in the overall
complexity O(n2).

Running time is affected by different factors such as the size of the gap that has to be
recovered, the amount of available historical data (finding an optimal trade-off between
the gap size and necessary amount of historical data is given by the mediator component
in Section 3.4) or seasonal complexity of time series. Since the proposed mechanism
targets resource-limited edge nodes and analysis for near real-time decisions, we expect
that the input size and dimensionality of incompleteness will not cause a violation of
latency requirements.
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3.3 Efficient Edge Storage Management
In this section, we focus on the edge storage management process, describing the adaptive
algorithm and its interaction between specification list and limited edge storage. We
first introduce edge storage management phases and principles, followed by a detailed
description of the proposed adaptive algorithm. We also provide an analysis of the
algorithms’ complexity. We evaluate the applicability of our approach in the experimental
scenario by utilizing different real-world datasets, as presented in the evaluation Chapter
6 in Section 6.1.3.

Storing constantly-produced sensor data on the edge can result in several problems due
to the storage limitations on the edge nodes [32]. As decision-making processes rely
on real-time analytics requiring historical data to perform accurate predictions, storage
efficient real-time analytics becomes an important issue on the edge [31].

Storage management problem has been discussed by works like [105, 106] but they consider
neither limitation of storage capacity on the edge nor accuracy of near real-time analytics
for sensitive edge systems. Due to the always increasing use of data exchanged by IoT
devices [114] and the growing tendency of using edge nodes for performing real-time
analytics on them, proposing a way to reduce the amount of data stored on edge nodes
without affecting forecast accuracy can bring substantial benefits in this context.

3.3.1 Edge Storage Mechanism Design

The effectiveness of limited edge storage nodes depends on the ability to determine the
amount of necessary data to perform accurate near real-time decisions. Hence, an edge
node should keep only relevant data for local data analytics, discarding or transferring
the rest if they are irrelevant. Based on the architectural model (see Figure 3.1), we
describe edge storage management phases, as shown in Figure 3.4, namely:

Learning phase. This phase derives information about data, such as time series pattern
recognition, used to determine the most appropriate method for that specific pattern [115],
or seasonality over a certain period, used to set up a forecast method [116]. This phase
is executed only once and provides information used by all the other phases.

Validation of the specification list. This phase checks the user-defined specification list.
During the execution of the proposed algorithm, users can update the specification list
anytime, e.g., setting forecast accuracy threshold, a new forecast horizon, or different
forecast methods. This list has to be checked each time a cycle starts since any changes
made to it can affect the whole edge storage management.

Multiple forecast iteration on the available dataset. This phase takes one of the forecasting
methods (in our case ETS or ARIMA) with accuracy threshold (facth ) and forecast horizon
(fh) from the specification list. The available dataset is divided into training and test
data. Test data are equal to the number of data points specified by the user in the
specification list (i.e., the forecast horizon fh). The amount of training data is reduced
in each iteration by a certain amount of data to find parts of the dataset resulting in
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Figure 3.4: Edge storage management flowchart and design principles.

required forecast accuracy. At the end of each iteration, forecast accuracy measures are
added in the vector γ to be used in the next phase.
Detection of stable accuracy clusters. Here, stable clusters of accuracy values have to be
found in the vector γ.

Definition 3. We define a stable cluster CLst as a set of subsequent data points in the
vector γ whose standard deviation for contained values is less than a given percentage
CLpct of the standard deviation of entire vector γ, that is,

CLst ⊂ γ AND sd(CLst) < CLpct ∗ (sd(γ)) (3.1)

We define that a cluster contains at least three members. To provide reliable information
regarding future system behaviors, our predictions must be stable. When the multiple
forecast iteration process is finished, cluster detection is applied on the vector, which
consists of measuring forecast accuracy from each of forecast iterations. The method finds
stable clusters of forecast accuracies close to the threshold defined in the specification
list (detailed in Section 3.3.1).
Detection of an appropriate cluster. The previous step can return more than one stable
cluster, therefore we define how to select the most appropriate one. Stable clusters can
differ in mean value and the amount of used data. Therefore, selection priorities have
to be set. We propose the twofold priority for cluster selection and a corresponding
algorithm. The priority is to satisfy the user-specified threshold. Formally:

Definition 4. A stable cluster C[i] of forecast accuracies is appropriate if its mean value
(C[i]m_v) is the closest to the accuracy threshold facth from the specification list, namely,

CLap = arg min
C[i]

(|C[i]m_v − facth |) (3.2)

We select, as appropriate cluster CLap, the one with minimum absolute difference between
facth and C[i]m_v. If there are clusters with higher accuracy, we select the one using less
data, regarding second priority (detailed in Section 3.3.1).
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Data management action. This step releases irrelevant data from the edge storage.
According to the appropriate cluster, we define that the central data index of this cluster
indicates a border between relevant and irrelevant data. There are three possible cases,
namely: (i) we can reach an appropriate cluster among stable clusters respecting the
desired accuracy threshold with fewer amounts of data. In this case, all data not needed to
obtain the observed accuracy cluster are released; (ii) none of the resulting stable clusters
meets the specified accuracy threshold by the client. In this case, data management
action will select the one with fewer data points; (iii) forecast accuracy of stable clusters
is higher with an increased amount of training data, e.g., forecast based on all available
data from the storage. In that case, the mediator component can retrieve more data
from the cloud repository, if available.

Validation of available dataset. The adaptive algorithm is continuously repeated and in
each cycle checks storage for newly collected data. Depending on the application and
data generation rate, the next cycle of edge storage management can act as a triggered
event. In the next cycle, data received from the recovery mechanism and, potentially,
from the mediator component, are included. The relevance of old data can be lower
unless the prediction accuracy level shows that some stable clusters occur based on these
data. In that case, if algorithm feedback shows that accuracy increases with historical
data and the amount of currently stored data exceeds edge storage limitations, this data
processing can be performed in the cloud. Hence, the approach requires monitoring
accuracy rate variations for performed forecasts.

According to the aforementioned phases, we developed an algorithm that is capable
of reducing the amount of stored data while keeping required forecast accuracy for
predictive analytics. All phases are performed in three main algorithms: the DetectionOf-
StableClusters (Algorithm 3), the DetectionOfTheAppropriateCluster (Algorithm 4) and
the AdaptiveAlgorithm (Algorithm 5). They are detailed in the following sections.

Detection of Stable Clusters

Detection of smooth behaviors for consecutive forecast accuracies, calculated in the
forecast iteration phase, presents the cornerstone of our algorithm. There are many
clustering techniques [117] such as partitioning, hierarchical or density-based, but they
are not suitable for our case, because often they require the specification of a certain
number of clusters beforehand as well as separating the entire dataset based on similarity.
Our case requires a dynamic approach that discovers as few clusters as possible based
on Definition 3, and considering only corresponding parts of the entire dataset. The
process consists of three steps. First, we calculate the overall standard deviation for all
forecast accuracies and mark it as a baseline. Second, forecast accuracies are grouped
into clusters of fixed length and the standard deviation is calculated per cluster. Third,
obtained deviations are compared to the baseline considering the previously calculated
threshold. Consequently, stable clusters show where the forecast accuracies are stable.

Pseudo-code for detecting stable accuracy clusters is presented in Algorithm 3. The
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method requires vector γ consisting of forecast accuracy measures (MAPA) from the
forecast iteration process and scaling factor sf that is used for the threshold calculation.
The threshold CLth differs among different datasets, because each measurement has
its scale of values with unpredicted volatility. Based on experiments, by default, the
scaling factor is always equal to 5 in the first attempt of stable clusters detection. This
means that only stable clusters with CLpct equal to 20% (see Definition 3) of the baseline
standard deviation will be selected. Still, even with a fixed threshold, it is possible to have
no clusters. In case it is impossible to meet any stable clusters for the specified threshold,
i.e., since forecast accuracies show greater dispersion, the threshold is increased and the
process is repeated. For example, by decreasing the scaling factor from 5 to 4, the CLpct
becomes 25% of the baseline for detecting stable clusters, by setting in Algorithm 5.

Algorithm 3 DetectionOfStableClusters

Input: Vector of iteration results γ, scaling factor sf
Output: Matrix C
1: vγ ← sd(γ) . Calculate standard deviation (volatility) of entire vector γ
2: CLth ← vγ

sf
. Calculate threshold CLth

3: Create vector ∆γ
v storing STDs of sliding windows (length 3) on vector γ

4: i← 1; j ← 1 . Initialize counters i and j
5: Create matrix C forming mean value, start and end index of stable clusters
6: while i < length(∆γ

v) do
7: if ∆γ

v [i] < CLth then . Satisfying conditions in Equation 3.1
8: Add cluster in C such that
9: C[j, 1]← mean value of corresponding range in γ

10: C[j, 2]← start data index of corresponding range
11: C[j, 3]← end date index of corresponding range
12: i← i+ 1 . Incrementing i to check next potential cluster member
13: if ∆γ

v < CLth then . Satisfying conditions in Equation 3.1
14: while ∆γ

v [i] < CLth do
15: Update mean value C[j, 1]
16: Update end index C[j, 3]
17: i← i+ 1
18: end while
19: j ← j + 1
20: else
21: i← i+ 1; j ← j + 1
22: end if
23: else
24: i← i+ 1
25: end if
26: end while
27: Return C
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In line 1, the algorithm calculates the standard deviation of the entire vector γ and divides
the result (line 2) by scaling factor sf to set a threshold CLth for finding clusters. In
line 3, standard deviations will be calculated for each grouped iteration results in a sliding
window in vector γ and then stored to vector ∆γ

v . Before searching for stable clusters, the
algorithm initializes two counters and creates an empty matrix in lines 4-5, i.e., counter i
will count clusters in ∆γ

v and counter j will denote recognized stable clusters in matrix
C including attributes: mean value of forecast accuracies and corresponding ranges of
cluster indexes. To detect stable clusters, the algorithm starts from the beginning of ∆γ

v

(line 6) and checks if a standard deviation of the first cluster is below threshold CLth
(line 7). If a cluster is recognized as stable, corresponding data will be added to C (lines
8-11). In some cases, stable clusters can be wider, so it is necessary to check the neighbor
cluster (line 12), and if the new one is recognized as stable (line 13), it will continue to
check other neighbors (line 14). For each next cluster recognized as stable, the existing
cluster is extended updating its corresponding mean value and end index (lines 15-16)
and checks the next one (line 17). When there are no more stable clusters in a row, a
place for a new stable cluster is prepared increasing counter j in line 19. In case the
next cluster is not recognized as stable (line 20), the algorithm will simply close the
existing cluster and check the next one (line 21). For each non-stable cluster (line 23),
the algorithm will increment counter i (line 24) and loop back to line 6. Finally, the
matrix C, whose rows represent stable clusters with the attributes, is returned.

Detection of the Appropriate Cluster

The cluster selection process is described in Algorithm 4. It starts by checking the
number of stable clusters. The else branch in line 11 is executed only if one stable
cluster is recognized and it will become the appropriate cluster (line 12), otherwise, the
algorithm will find the appropriate cluster (lines 2-10). Considering the priority, the
appropriate cluster becomes the one that is closest to the specified accuracy threshold
(line 2). Further, all stable clusters (line 3) that have better accuracy than selected
CLap, i.e., higher mean value, and whose start index begins after end index of selected
CLap (line 4), become potential appropriate clusters (line 5). If there are such clusters
(lines 8-10), the one including less data, i.e., which has the lowest start index (line 9), is
selected as a new appropriate cluster CLap. Finally, CLap is returned in line 14.

3.3.2 Adaptive Algorithm for Edge Storage

The adaptive algorithm integrates all design principles shown in Figure 3.4, and includes
calls on described Algorithms 3 and 4. Algorithm 5 requires a forecast horizon fh and
accuracy threshold facth that are specified in the specification list, and array Sd that
denotes data available in storage. As shown in Figure 3.4, the learning phase helps to
select and set up the appropriate method. One of the possibilities is to find periodicity
as a necessity to determine the seasonality and thereby to make a better forecast, as
described in [118].
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Algorithm 4 DetectionOfTheAppropriateCluster

Input: Matrix C, accuracy threshold facth
Output: Appropriate cluster CLap
1: if C has more than 1 cluster then
2: Compute CLap using Equation 3.2
3: for each cluster i ∈ C do
4: if C[i]m_v > CLm_v

ap AND C[i]start_index > CLend_index
ap then

5: Add C[i] to temporary matrix A
6: end if
7: end for
8: if A is not empty then
9: CLap ← Ai with minimum starting index

10: end if
11: else
12: CLap ← C[0]
13: end if
14: Return CLap

Algorithm 5 AdaptiveAlgorithm

Input: forecast horizon fh, accuracy threshold facth , storage data Sd
1: Calculate df using Equations 3.4 and 3.5
2: while length(Sd) > 2 ∗ fh do
3: Perform method (Sd, fh)
4: Calculate MAPA (See Equation 6.1)
5: Add MAPA to vector γ
6: Sd ← Sd decreased by df
7: end while
8: sf ← 5 . Set threshold on 20% of overall standard dev., i.e., 1

5)
9: C ← DetectionOfStableClusters(γ, sf )

10: while C is empty do
11: sf ← sf − 1 . Decrease scaling factor sf
12: C ← DetectionOfStableClusters(γ, sf )
13: end while
14: CLap ← DetectionOfTheAppropriateCluster(C, facth ) . Find CLap
15: Release data from S in range between the oldest and the central index of the

appropriate cluster CLap, retaining only relevant data in the storage.

At the beginning of the algorithm, the decrement factor df is calculated utilizing Equa-
tions 3.4 and 3.5. The calculated df will be decreasing storage data Sd in the multiple
forecast iteration phase. Forecast iterations (lines 2-7) will continue until the amount
of data in Sd becomes less than the two lengths of a forecast horizon (more details in
Section 3.3.2). Appropriate forecast method uses storage data Sd and other attributes
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(e.g., periodicity), to make prediction for defined forecast horizon fh and calculates Mean
Absolute Percentage Accuracy (MAPA) (see Equation 6.1) in lines 3-4. At the end of each
iteration, the MAPA is stored in vector γ (line 5), and a certain amount of old data is
removed (line 6) based on decrement factor df . Next, for the detection of stable accuracy
clusters phase (lines 9-13), scaling factor sf is set to number 5 representing the impact of
20% in determining the threshold for finding stable clusters in Algorithm 4. If any stable
cluster is recognized, the matrix C gets corresponding information (line 9): mean value,
start and end index of the cluster. Otherwise, if stable clusters cannot be found (line 10),
the algorithm will decrease the sf and keep looking for the clusters (lines 11-12). Line 14
finds the appropriate cluster CLap. Finally, data in the array Sd are released in the range
between the oldest index and the central index of the appropriate cluster CLap (line 15).
The adaptive algorithm repeats itself based on demands in the specification list.

Optimal parameter settings

Our goal is to set up necessary parameters enabling continuous operation of the edge
storage management mechanism. To allow proper performance of proposed algorithms,
storage must always contain enough data for training, plus additional test data (amount
of which is equal to defined forecast horizon), and there must be enough number of
forecast iterations in each cycle to find stable clusters. This is ensured by keeping training
data as:

T = 2 ∗ fh + k, k ≥ 3 (3.3)
where T denotes the amount of training data points, fh denotes a forecast horizon that
is application dependent and given in the specification list (see Figure 3.1), and k is a
natural number. Based on Equation 3.3, there will always be at least 4 forecast iterations
resulting in 4 MAPA measures as a basis for finding at least one stable cluster (see
Definition 3.2).

Also, running time depends on the number of multiple forecast iterations, which is affected
by the decrement factor df , calculated using Equations 3.4 and 3.5:

ψ = round(dfpct ∗ (T − 2 ∗ fh)) (3.4)

df =
{
ψ, if ψ >= 1.
1, otherwise,

(3.5)

where round() is a function that rounds the result half away from zero to integer and
dfpct is decrement factor percentage. In order to set optimal value for dfpct, we performed
experiments using all possible ranges of dfpct on different datasets. The evaluation is
done on 144 data points, representing data collected every 5min over 12h with 1h forecast
horizon, satisfying Equation 3.3 to have enough iterations to find stable clusters. Thus,
maximum dfpct of 30%, which is a representative from a range of 26%-33%, gives the
necessary 4 forecast iterations. Results showed that as dfpct becomes very low (1%-2%)
and very high (8%-30%), the algorithm cannot always find stable clusters in the first run
of calculation (Algorithm 5, line 8) while at the same time having a number of clustered
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MAPA measures near 100%. Among the rest dfpct values, to find a setting that releases
more data without significantly decreasing the accuracy of the appropriate cluster, we
set dfpct at 3% resulting in 34 iterations on average.

Further, we assume that the prediction of data, potentially containing seasonality, requires
at least twice as many data points compared to the forecast horizon. This assumption
is derived from the constraint that the prediction of one period of seasonal time series
requires at least two periods of prior data. Therefore, to calculate the df , the training
dataset is reduced by two lengths of the fh.

Algorithm complexity

Considering Algorithm 5, its complexity is O(n2), where n represents the size of data.
ARIMA method (line 4) has O(n2) complexity and the outer while loop (lines 2-7)
iterates the entire dataset until n is equal to the two lengths of the specified fh. In
the worst case, it is decreased by 1 at each iteration, leading to a O(n). Further, both
Algorithms 3 and 4 have the complexity of O(n). The while loop (line 6) from the
Algorithm 3 iterates over the size of the vector ∆γ

v . The inner while loop (line 14) uses
the same counter as the outer loop resulting in the same O(n) and decreasing the space
complexity by not creating new objects in line 8. Algorithm 4 instead iterates over each
cluster in the for loop in line 3, whose number is always less than n. Other operations
have either a O(1) or a O(n), resulting in a O(n2) time complexity. Such complexity
can be reduced by using less accurate forecasting methods. Even though O(n2) is not
suitable for big datasets, it provides acceptable response time in this context since we
target edge storage.

3.4 Mediator Component for Supporting Data Recovery

Storage space limitations on edge nodes prevent keeping all historical data collected from
IoT sensors. However, some IoT systems require both local edge and global batch data
analytics [119, 23]. Consequently, an edge node can keep only relevant data, and send
all acquired data to be integrated into the cloud data repository. Once historical data
are available in the cloud, batch analytics can be applied. By using historical data it is
possible to calculate the Projection Recovery Map (PRM), which recommends ranges of
data for recovering gaps of various lengths, as well as the appropriate recovery technique
for each dataset. In this context, the proposed mediator component can either employ
cloud-based PRMs to improve recovery of gaps detected by the monitoring component
(see Figure 3.1), or transfer data considering local analytics requirements. In both cases
the mediator can retrieve necessary data from the cloud, storing them locally when
needed. Here, we describe the first case.

Regarding PRMs, recommended ranges of data for certain lengths of detected gaps can
be found by slightly modifying the edge storage management mechanism (presented in
Algorithm 4). Here, selecting the appropriate cluster CLap_med means selecting a cluster
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with the highest accuracy, namely:

CLap_med = arg max
C[i]

(C[i]mean_value) (3.6)

In this case, we employ priority criteria different from Section 3.3.1. Once the CLap_med is
detected, bounds (upper and lower) for the number of used data points and corresponding
MAPA measures are stored. This process is repeated with multiple-recovery techniques
(MTR case) over consecutive gap lengths and then merged in a PRM for each dataset.
In extreme cases where big gap lengths are expected, PRM can be calculated over
non-consecutive number of missing values and, if required, interpolate ranges that are not
calculated. To check the accuracy of PRM-based MTR, we test it on available historical
data (evaluated in Section 6.1.4).
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CHAPTER 4
Elastic Edge Data Services for
Supporting Decision Making

On top of the proposed edge data management framework in the previous chapter, we
provide a thorough analysis of scalability challenges in edge environments. In the first
step, we focus on architectural requirements and the design of elastic edge storage and
data services. This chapter contributes:

• a detailed analysis of edge storage services with application-specific analytics
support, including different utilities and analytics requirements;

• a specification of a set of necessary principles for engineering elastic strategies,
leading to highly customized software-defined elastic storage services, suitable for
dynamic data workload characterizations at the edge.

In Section 4.1, we describe the importance of elasticity regarding data services at
the network edge. In Section 4.2 we provide a motivational scenario on elastic edge
storage services. Detailed analysis of strategies for elastic edge storage services and
their requirements are provided in Section 4.3, on top of which we propose engineering
principles for elastic edge storage in Section 4.4.

4.1 Importance of Elasticity in Edge Data Services
Today, owing to the evolution of sensor and communication technologies, IoT systems are
shaping the world. It is possible to make data-driven decisions by monitoring different
parameters from "Things" present in, e.g., smart buildings [120], smart grids [121],
manufacturing systems [122], or road infrastructure and vehicles [123]. The increased
amount of IoT sensor data, leading to these emerging IoT application areas, requires
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near real-time analytics executed on a set of distributed edge nodes (e.g., lightweight
devices, micro data centers, and edge/fog servers) that store and process data. The
introduction of edge computing can help to deal with time-sensitive requirements for
accurate decisions based on IoT data [34].

However, unlike scalable cloud data repositories, edge systems have limited storage
capacities, whereas a certain amount of IoT sensor data have to be stored and processed
in the proximity of the data sources [124]. Consequently, any edge data service must store
only the most relevant data for edge analytics, whereas non-relevant data either have to
be discarded or moved to cloud data centers. But the relevancy is determined by analytics
contexts: new edge infrastructure conditions and application analytics requirements,
regarding explosive growth of IoT data [125], force us to explore novel architectural
design and further implementations of edge data services. By investigating edge data
services, we consider strategies, methods, mechanisms, and operations for handling and
storing constantly generated data at the network edge. We observe that even within a
single edge analytics system:

• (O1) IoT data are categorized into different model types representing multi-model
data, in particular near real-time streaming data and log-based data, thus, requiring
different storage types and governance policies. They also include different levels of
significance regarding storage and edge analytics. This is especially the case for
critical applications, such as healthcare [126] (e.g., by keeping most important and
relevant data close to the source for effective treating of diseases) and smart manu-
facturing [127] (e.g., considering data significance levels among data streams coming
from industrial equipment for maintenance purposes). Hence, all applications and
sensors do not have equal importance;

• (O2) Different IoT sensors include various errors such as missing data, outliers,
noises, and anomalies, affecting the designs of edge analysis pipelines and cor-
responding different to decision-making processes. In this context, incomplete
and noisy data can be critical, e.g., for traffic-dependent near real-time route
guidance [128], but can be tolerated by intelligent weather forecasts [129];

• (O3) Data from different IoT sensors appear with different data generation speeds,
consequently producing different data volumes for the same time interval. Simul-
taneously, different types of monitored sensors require different data volumes to
make meaningful analytics. In systems like smart cities, it is crucial, for example,
to have big amount of frequent traffic measurements for managing traffic flow in
real-time. On the other hand, due to lower volatility, a weather station requires
much fewer data volumes from its sensors for accurate predictions [36].

Currently, all these highlighted issues are solved outside edge storage services. Solutions
for these issues are not included in existing designs of edge data services because, as one
might argue, such issues are analytic context-specific. However, we argue that they are
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generic enough that can be customized and must be incorporated into the design of new
edge data storage systems. These observations indicate crucial changes for enhancing
traditional approaches, which have assumptions on consistent low latency, high availability,
and centralized storage solutions, that cannot be generalized to the edge storage services
and unreliable IoT distributed systems.

4.2 Motivational Use Case

IoT systems produce and rely on huge amounts of sensor-based time series data [51, 105].
In an IoT sensor environment, such as an exemplified university smart building shown in
Figure 4.1, we can observe data workloads from different IoT applications and decide
whether to (i) push data to the cloud data storage, (ii) keep relevant data for local edge
analytics, or (iii) discard data if they are not useful for future analytics. In the first
case, traditionally, all data are transferred to resource-rich cloud data centers where
storage and compute-intensive workloads can be handled, resulting in necessary control
commands for IoT actuators. However, increasing data streams and latency requirements
arising from IoT applications make distant cloud data transfer often impractical. Recent
solutions for making crucial fast decisions in IoT systems have brought up the second
case employing edge nodes.

In an IoT system, such as a university smart building equipped with many sensors
measuring internal subsystems, it is obvious that data from HVAC (Heating, Ventilation,
and Air Conditioning) sensors do not have the same importance as data from smart meters
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Figure 4.1: Traditional single analytics system for university smart buildings use case.
Different shading colors describe sensors that belong to different subsystems and show
corresponding data analytics modules in the edge layer.
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and solar panels essential for energy management (O1); incomplete data from weather
stations can occur due to external conditions while missing data coming from server room
sensors can be caused by some internal failures (O2); an energy management subsystem
has higher data generation frequency than a laboratory subsystem (O3). Accordingly,
each of these subsystems requires a different approach to sensor data analysis, although
the same edge storage system is used to integrate data for edge analytics. In addition,
limited storage capacities at the network edge prevent us from keeping all generated data.
Several proposed approaches [122, 130] established the data communication between
cloud and edge nodes without an efficient solution to these complex issues.

In the third case, due to the limited underlying network infrastructure, some data can be
filtered or reduced to save bandwidth usage and storage space [105], but impacting later
degradation of Quality of Service (QoS) and causing data integrity problems.

Edge deployed systems must maintain multi-model data. Sensor-based time series might
conform to a common IoT data model, while it is important to support other data types
across different data stores by triggering certain functions, in particular, maintaining
logs for state information of IoT devices/equipment, data exchange, and combination
between different storage types. Considering present multi-model data, resource-limited
edge nodes, and complex data management at the network edge, the next-generation
storage service has to deal with many trade-offs to make sure that the edge analytics is
always served with the most relevant and suitable data. Edge analytics have to meet
certain quality of analytics [131], including amounts of data available, timely decisions,
and certain levels of data accuracy. Therefore, developing such reliable and elastic edge
storage services is of paramount importance. From an architectural design viewpoint, we
must identify which data should be kept at the edge nodes, how long to store them, and
which data processing utilities can assist these problems. We provide a detailed analysis
of elastic storage services in the following section.

4.3 Analysis of Edge Storage Services

Based on the contemporary research, we view an edge storage system including a set of
storage nodes. In a basic model, storage nodes in an edge storage service can interact
and transfer data to each other to improve QoS properties for data applications and
decision-making processes at the edge. To achieve optimized designs for the storage
service management, we analyze requirements from edge data and system characterization
(Section 4.3.1), application-specific analytics context (Section 4.3.2), and edging system
operations (Section 4.3.3).

4.3.1 Edge Data and System Characterization

To provide an elastic edge storage system, storage nodes have to be aware of edge data
workload characteristics. Table 4.1 summarizes key characteristics. Incoming data might
have quality issues due to the presence of missing values or outliers making collected data
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Table 4.1: Examples of data/system characteristics and impact on architectural design.

Characteristics Impact on architectural design
Incomplete data efficient & adaptive data recovery mechanisms;
Storage availability decentralised monitoring components & data-centric metrics;
Data incidents incident tracing & adaptation mechanisms for data

handling modules;
Different data stores on-demand data integration support & load balancing

optimization.

incomplete. It is important for storage services to decide how to deal with particular
incoming data, with the help of metrics such as data quality, data volume, and frequency.
These metrics can include different statistic techniques for important insights such as
anomaly detection.

The current status of available capacities from storage nodes must always be up-to-date
for efficient management of idle capacities. Hence, the storage service should rely on
system characterization metrics. The combination of different metrics from system and
data collection processes represents composite metrics and it can uncover useful failure
information of underlying infrastructure, leading to proactive decisions on how to collect
and store data.

Having complete end-to-end metrics from data sources to data analytics represents the
main building block of the elastic storage system. An efficient incident analysis mechanism
can be of great importance for recovery and decision-making. To determine the cause
of missing data, the metrics should provide insights into the communication network,
sensor status, or storage activities. For improved detection, authors in [132] provided
incidents characterization in IoT and points of necessary instrumentation for collecting
data for incident analysis.

Example: Data from sensors are collected from smart buildings. Because of the changed
sensor generation rate, some sensor failures can result in the form of outliers and missing
data. Edge data and system metrics indicate several things to storage services: (i) data
quality metrics indicate the persistence of errors and require data recovery before storing
data; (ii) data similarity metrics indicate which correlated dataset can be used as a
baseline for recovery; (iii) sensor generation rate and incoming data volume metrics reveal
sensor failure appearance, leading to necessary adaptation of data frequency; (iv) based
on storage availability, re-routing is performed to the storage node with needed capacity.

4.3.2 Application Context and Requirements for Edge Analytics

From an application-specific context, there are various aspects, such as application
information, processing utilities, and security, related to edge analytics. Increasing
awareness of these aspects can significantly improve overall designs for storage strategies
and data management. We highlight such aspects in this section.
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Application information

Domain-specific application information can represent direct relation to the storage
system. Different types of application contexts have strong influences on the architectural
design, as shown in Table 4.2. Based on the internal configuration, storage systems map
certain data types to sensors. It is important, from the storage standpoint, to know
which data types belong to a certain application and what is the nature of IoT data
collection, that is, batch or stream data characteristics. Having information about the
nature of data collection enables decisions for performing data processing before or after
storing data.

Another challenge for edge storage is how to adapt to unpredictable sensor workloads in
cases when data collection is related to physical events or periods. Also, fault tolerance
levels can be related to sensor ids, in case of significant applications, requiring replication
of sensor data across interconnected edge storage nodes to ensure availability. Concerning
different data model types, different data stores should be supported, e.g., combining
time series and document-oriented/log data. Accordingly, it is also possible to reveal
hidden relationships by combining different data models (e.g., sensor logs, documents),
but significantly increasing the complexity of data handling and analytics.

Table 4.2: Examples of application contexts and their impact on architectural design.

Application context Impact on architectural design
Data analytics mode
(batch, stream)

dynamic storage configuration policies, plugins for
application & edge-cloud data connectors;

Fault-tolerance level replication mechanism & re-routing strategy;
Data-sensitive applications secure & verifiable support for data storage/exchange;
Multi-model data types runtime customization of data operations & processing

utilities.

Example: Collection and storage of sensor data from IoT devices can differ regarding
storage and application-specific analytics. For instance, instead of constantly streaming
data from smart building subsystems, IoT sensors can be set to push logs every 30
minutes to an edge storage node. Specifying information about data collection nature in
applications, like smart building monitoring and HVAC stream data, can be forwarded
to data cleaning or anomaly detection mechanisms. If a certain level of data sensitivity is
attached to data from the laboratory, then before storing data, an additional protection
level is attached through encryption algorithms, and limited access to stored data is set.

Data processing utilities

Novel edge storage services should be supported by different possibilities of data processing
utilities that are nowadays overlooked in storage management research. Such possibilities
can include data cleaning techniques, anomaly detection, data normalization, and different
data recovering techniques for missing values and outliers that often appear in distributed
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IoT systems. Further, providing data approximation methods and codecs can reduce data
dimensionality and numerosity while retaining essential features of interest for effective
data analytics [133].

Further, predictive maintenance represents another perspective. Performing estimations
on future generated data volumes and availability of storage capacities, some proactive
actions can be taken to improve storage service at the edge such as (i) deciding when
historical data should be discarded or moved to cloud repository; (ii) redirecting/moving
sensor data to a storage node with idle resources.

Example: In smart buildings, incomplete data might occur for many reasons, such
as monitoring system failures, sensor failures, and external environmental conditions.
However, no common techniques can be appropriate for different data sources [51]. In
sensor-based time series data, one technique can be suitable for high volatile data values,
but not good for non-volatile and stationary data [112].

Verification and auditing support

Incoming sensor data at the edge often contain sensitive information about the monitored
system, raising the importance to address data reliability within storage services. Security
vulnerabilities of sensitive sensor data are overlooked in today’s IoT data exchange and
storage posing important challenges for their handling. Another important aspect is
to audit flows of data into the storage and related analytics. Thus, future storage
service architectures must consider building verifiable and secure storage of large-scale
IoT sensor data [134]. Integrating blockchain technology can enable distributed and
decentralized storage services on heterogeneous edge nodes (IoT devices, edge gateways,
micro data centers). However, increased data generation represents a great barrier for its
integration with blockchain technology [135]. Therefore, careful architectural designs for
the integration between blockchain and storage must be done in the view that blockchain
is only used for selective types of data for verification and auditing purposes.

Example: Smart building systems manage sensitive data, such as laboratory records or
renewable energy traces important for smart grids. Integrating blockchain technology in
storage services systems can ensure authorized access to data, distribute sensitive data
among storage nodes, and trace changes of data.

4.3.3 Edging System and Service Operations

Elasticity operations and constraints

To provide reliable edge data storage, elastic storage service should have predefined
operations such as (i) the change in sampling frequency, (ii) data filtering operation, (iii)
functions for efficient data integration from multiple sensors, (iv) data sharding operations
and (v) data re-routing to interconnected edge storage nodes to avoid storage overhead
or network bottlenecks. Further, elasticity operations can be directly dependent on a set
of Service Level Objectives (SLOs) for a specific application. Based on a set of objectives,
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multi-objective optimization algorithms can be applied to define a set of appropriate
solutions. The aim of the multi-objective optimization module is to recommend a set of
operations for storage services based on system constraints and data characteristics, and
thereby maximizing possibilities of data-driven IoT decisions at runtime.

Example: Smart building systems can include a multi-objective optimization algorithm
to deal with QoS conditions for response time, storage costs, available resources and data
quality, triggering different aforementioned elastic operations.

Data importance

IoT systems specify different levels of importance for different types of monitored sensors.
From a storage viewpoint, such sensor types can be coupled with additional services, such
as outliers and anomalies detection or data cleaning, before passing the data to the storage
or analytics. IoT systems can change the data importance at runtime (context-aware
relevance). Some system functionalities become critical in certain periods of year or
day/night time, requiring elastic adaptation and support from edge storage services.

Example: Data sources with less importance can utilize elastic operations such as stream
filters to omit redundant data. If data are redundant (e.g., temperature measurements
in smart building offices do not change often), a dynamic monitoring frequency can be
set [71], leading to increased data generation in case of high data volatility, and thus
impacting storage services.

4.4 Engineering Principles for Edge Data Services
Based on aforementioned challenges and examples regarding three important aspects of
distributed edge storage nodes, namely, edge data/system characterization, application
context and edging operations, we present seven principles (P) as guidelines for engineering
of elastic edge storage services.

P1: Define and Provide Needed Metrics

To enable efficient customization and adaptation among elements of edge storage systems,
it requires a clear definition and flexible monitoring of end-to-end metrics regarding data
workloads, application context, and system activities.

How: Figure 4.2 shows end-to-end metrics that can assist in elastic edge storage man-
agement. We present end-to-end metrics in 4 stages of the data lifecycle, namely, data
collection, data preprocessing, storage service analysis, and data analytics. The stor-
age system must also allow the definition of new metrics at runtime, depending on
application-specific requirements.

Tooling: There are many tools for monitoring cloud systems, e.g., Prometheus1, and
Fluentd2, but few able to monitor edge data metrics. These tools should be equipped with

1https://prometheus.io/
2https://www.fluentd.org/
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Figure 4.2: End-to-end monitoring metrics of elastic edge services through four data
stages. Managing data in each stage can depend on metrics from other stages, e.g., data
analytics might depend on metrics collected before data are passed to storage nodes.

additional features including pluggable components for edge systems, such as fluentbit3,
providing AI support and tracing instrumentation, as a promising solution for providing
end-to-end metrics for elastic storage services.

P2: Support Application-specific Requirements

Based on sensor-specific metrics and relevancy, we can combine different solutions to
deliver appropriate data to local analytics, while meeting application conditions. For
example, sensor data have requirements to be clean, complete or normalized before stored
and analyzed. Further, customization for secure and verifiable storage is required for
applications dealing with sensitive data.

How: As shown in Figure 4.3, depending on application information, different sensor data
have corresponding data flow routed through the edge architecture to appropriate edge
analytics, namely, descriptive, predictive, or prescriptive. Interconnected storage nodes,
with features including data recovery and edge storage management mechanisms, ensure
access to the relevant data at the right time for different purposes. An algorithm repository
contains a set of predefined processing utilities, which usage and order are application-
specific and dynamically set at runtime in the elasticity management component. In
addition, the blockchain integrator component can capture certain types of application-
specific data and pass them to the edge blockchain network for verification and auditing.

Tooling: A repository of available and pluggable microservices can speed up the DevOps
of storage services by supplying needed utilities. Different microservices can be used to
enable elastic activities, such as data cleaning, normalization, and data integration [94].
To keep relevant and complete data in space-limited storage, nodes might incorporate
an adaptive algorithm for efficient edge storage management [51] and an automatic
mechanism for recovery of incomplete datasets [49].

3https://fluentbit.io/
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Figure 4.3: Application-specific data flows through a new edge architecture with corre-
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edge layer, IoT-edge and edge-cloud continuum, based on supportive modules (yellow)
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P3: Enable Adaptive Data Handling

From a software management viewpoint, we need to cope with heterogeneous data
workloads including changing data streams, batch transfers, QoS critical requirements.
Also, storage services should ensure that stored data are always available, relevant, and
complete, i.e., keeping data integrity by utilizing different system and data operations.

How: In this context, critical software technology running on the edge can play an impor-
tant role in storage resources abstraction, supporting communications, and configuring
suitable data handling features and on-demand data transfers. Techniques for auto-switch
data handling algorithms/components should be explored (e.g., data reduction [105]).

Tooling: Fogger4 could be used to support dynamic allocation and contextual location
awareness of storage resources in a distributed environment, and featuring blockchain
technology. Microservices-based design concepts, such as Edgex5 open-source platform,
might enable decentralized and independent data handling as well as reliable data
integration supported by on-demand data services.

P4: Highly Customized System Bundling

Edge storage features should be highly customized and application-aware regarding data
and system characterization. Considering data workloads and deployment conditions,
traditional inflexibility in software modules bundling can produce over- or under-bundled
features for supporting edge application analytics. Thus, flexible storage configurations
need to meet deployment situations.

4https://fogger.io/
5https://www.mainflux.com/
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How: Based on application-specific information and internal constraints (e.g., available
capacities and performance of resources), the build and deployment process [136] should
bundle only components to match these constraints for the right infrastructures. This
forces us to develop an optimizer for bundling and deploying different software modules.
As shown in Figure 4.3, different utilities and software modules should be available for
customized bundling.

Tooling: Existing deploying tools like Docker Compose6, Ansible7, and Terraform8, allow
us to bundle and deploy a stack of services but they do not enable needed optimization.
This requires us to leverage existing work and develop novel algorithms based on edge
node characteristics [137]. Developed algorithms should select application-specific and
customized services to build dependent components (e.g., creating a snap on Docker,
while selecting components based on application-specific requirements).

P5: Runtime Software-defined Customization

Different inputs, such as application information and data workload characteristics,
have to be combined to support runtime customization of elastic operations and data
processing utilities. A way of combining these inputs must enable dynamic, software-
defined components for the overall system management. A multi-objective optimization
mechanism should enable dynamic prioritization of IoT data and condition evaluation
from SLOs at runtime and thus would impact provided storage service.

How: Figure 4.4 illustrates potential control flow for elastic storage services. It incor-
porates a loop for managing internal storage systems initially taking valid application
information and current storage system metrics. To evaluate a set of defined objectives,
dynamic workload characteristics are combined with static knowledge (e.g., predefined
elastic operations and processing utilities). To decide situational trade-offs for data
quality and storage capacities, and utilizing edging system operations, we need to derive
an optimization strategy for customized storage with core software-defined APIs for data
management and service operations.

Tooling: We need to provide approaches of dynamic configuration, runtime code change
(e.g., model@runtime [138]), and services mesh, to combine different inputs from dis-
tributed storage nodes. The Kinetic Edge SDN9, could enable efficient load balancing
between distributed storage locations. Multi-objective optimization of customized ob-
jectives, e.g., data quality and storage capacities, can be well addressed by leveraging
proposed strategies to optimize data placement in multi-cloud storage [139].

P6: Support IoT-Edge Continuum

This principle looks at impacting constant data flows between IoT systems and edge
storage services, while supporting underlying protocols. According to edge storage

6https://docs.docker.com/compose/
7https://www.ansible.com/
8https://www.terraform.io/
9https://www.vapor.io/kinetic-edge/
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Figure 4.4: Elasticity management determining customized data flows and storage services
at runtime in proposed elastic edge storage architecture.

performances, it requires triggering different actions with changing data generation
frequency on-demand.

How: Both IoT and edge nodes require developing an edge-IoT connector to control
data flows that can often be unpredictable. This connector should be able to (i) discard
incoming sensor data (e.g., in the case of bad data quality with outliers or missing
values); (ii) apply different sampling commands for collecting only relevant data; (iii)
trigger actions for turning off/on sensors in producing data, highly impacting the overall
performance of edge storage services.

Tooling: From a data viewpoint, novel mechanisms can be considered for allowing IoT
sensors to securely receive and perform actuation requests from edge nodes, while from
a programmability viewpoint supporting actuation capabilities for remote IoT device
programmability [140] (e.g., building standard actuation APIs). New design patterns for
data pipelines should be implemented to control unpredictable data flows and prevent
low-quality data.

P7: Support Edge-Cloud Continuum

This principle looks at inter-operation and data transmission between edge and cloud
storage systems (see Figure 4.3). Despite the advantages of edge nodes, it is obvious that
for many applications, cloud repositories still have to keep large datasets for complex
data mining and big data analytics [141]. Thus, we need to support efficient and secure
data transfer of large data sets. With an increasing number of data-intensive applications
and having bandwidth constraints, it will be crucial to reduce data traffic between edge
and cloud. Further, once large datasets are available in the cloud, machine learning
models can be trained and then deployed at the edge for better decision-making.

How: For efficient edge-cloud cooperation we need to build an edge connector to the cloud,
supporting: (i) operation viewpoint featuring timely techniques for data approximation,
(de)compression and encryption/decryption; (ii) network viewpoint featuring mechanism
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to avoid excessive data traffic through limited network infrastructure; (iii) analytics
viewpoint featuring coordination mechanism for consistent ML models employing elasticity
and deployment strategies.

Tooling: The approaches of push and pull data on-demand can be investigated for edge-
cloud data transfer. Impact of symbolic data representation [133] can be considered as a
good starting point to avoid excessive data traffic. There is a need for a model to support
secure data migration among multi-location data stores (such as OceanStore [142] utility
infrastructure model). Also from an analytics viewpoint, different algorithms and metrics
for scheduling and synchronizing ML model updates are required [119].
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CHAPTER 5
Deployment of Edge Video

Analytics Systems

In this chapter, we show two deployments of edge video analytics systems, namely, (i)
increasing traffic safety with real-time edge analytics and 5G, and (ii) data locality-aware
edge analytics placement.
First, we show the potential of edge computing and modern communication technologies
such as 5G in a practical real-world application, i.e., to increase traffic safety. We propose
InTraSafEd 5G (Increasing Traffic Safety with Edge and 5G), a system for detecting
pedestrians and cyclists in drivers’ blind spots at critical traffic intersections and reporting
their presence to drivers. Detection of pedestrians is performed by applying an object
detection algorithm on video frames streamed from cameras that are attached to edge
devices, and integrated on traffic lights. Detection results are delivered in real-time
using low-latency 5G communication. InTraSafEd 5G is designed to provide audio and
visual notifications on the drivers’ mobile phones, thereby providing early warnings about
critical situations in the driver’s path.
Based on the first deployment, in which we discuss and demonstrate an edge analytics
prototype that enables real-time execution of critical tasks (independent of input data that
are always available locally), we further consider a scenario for self-adaptive placements
of edge analytics based on data locality. We aim to efficiently place the critical analytics
respecting the location of the user-required input dataset. To ensure efficient placement
of on-demand analytics considering data locality and lower analytics execution time, we
propose SEA-LEAP, a framework for Self-adaptive and Locality-aware Edge Analytics
Placement, featuring:

• a new architecture, enabling the exploitation of data locality based on the tracking
mechanism that manages event-triggered registration of dataset movements across
different edge nodes;
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• a generic control mechanism, allowing on-the-fly adaptation and autonomous
placement of on-demand analytics to node locations storing required input datasets;

• a placement optimizer, enabling on-demand analytics placement to the most
appropriate dataset location that minimizes overall request execution time.

We first present the deployment of an edge analytics system for increasing traffic safety
in Section 5.1. Then, we present the deployment of self-adaptive and data locality-aware
edge analytics placement system in Section 5.2.

5.1 Increasing Traffic Safety with Real-Time Edge
Analytics and 5G

The motivational scenario is illustrated and describe including design requirements and
properties for the prototype implementation in Section 5.1.1. Section 5.1.2 describes
the proposed architecture design with two main parts, namely, computation and com-
munication components, ensuring necessary traffic safety requirements and properties.
Technology evaluation of the proposed solution is described in Chapter 6.

5.1.1 Background on Time-Critical Traffic Safety Systems

Ensuring road traffic safety represents an important challenge [143]. According to [144], at
least 51300 pedestrians and 19450 cyclists were killed on EU roads between 2010 and 2018,
accounting for deaths among pedestrians and cyclists for 29% of all EU road deaths, as
reported by the European Transport Safety Council (ETSC). Causes of accidents involve
distractions and poor visibility. Early warning systems can improve traffic safety by
promptly notifying drivers about critical situations (e.g., pedestrians or cyclists in drivers’
blind spots [143]), allowing them to take actions to avoid accidents [145]. However, since
drivers’ brake reaction time is measured around 1500ms on average [146], early warning
systems must detect and send timely notifications respecting strict latency constraints.

Motivational scenario

In the last 10 years, the city of Vienna has experienced around 50000 casualties from
traffic accidents, resulting in more than 100 deaths 1. Many casualties are caused due
to blind spots in the drivers’ sight or distractions while driving, causing inabilities to
brake on time. Figure 5.1 illustrates our motivational scenario. We consider a typical
example of a crosswalk situation on the intersections, in which both drivers and users
(e.g., pedestrians, cyclists) can not detect potentially threatening situations on time. Such
situations can include roadside obstacles and conditions that can reduce traffic safety
such as (i) roadside bus stations and buses covering cyclists approaching the intersection,
(ii) bushes and trees hiding children and animals that are moving towards the crosswalk

1https://www.wien.gv.at/english/administration/statistics/traffic-accidents.html
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Figure 5.1: An example traffic scenario to illustrate the critical situations when pedestrians
and cyclists appear in the driver’s blind spots (e.g., behind roadside bus station, bushes).

(e.g., a child running after a dog, out of parents’ sight), (iii) bad weather conditions
causing poor visibility (e.g., fog, heavy rain). Also, pedestrian-vehicle conflicts can often
happen due to unexpected behaviors of pedestrians near crosswalks, such as sudden
acceleration and deceleration [147].

To increase traffic safety and support drivers and users on critical intersections to avoid
accidents, we consider (i) exploiting modern AI and computer vision techniques to
detect critical situations and, (ii) exploring possibilities of edge computing paradigm and
emerging 5G network connection. We design our traffic safety solution in the scope of
InTraSafEd 5G project, funded by the city of Vienna to explore 5G use cases for a better
connected smart city.

Design requirements

We identified a specific intersection in the city of Vienna that is considered critical for
traffic accidents, due to roadside obstacles and blind spots. Swarco Futurit, a Vienna
traffic infrastructure provider, enabled access to empty traffic lights chambers, in which
the corresponding edge hardware is installed. We consider the following properties and
requirements in the InTraSafEd 5G design:

• Low latency. Low latency is an important requirement to increase traffic safety,
since delivering timely notifications to drivers is important to avoid accidents. Total
latency is given by the sum of (i) computation time, (ii) communication (data
transfer or message) overhead, (iii) reliability overhead. The sum of these values
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must respect the drivers’ average brake reaction time [146], therefore notification
latency must be ranging in the order of tens to hundreds of milliseconds [18].

• Privacy preservation. Many edge sensors and devices can collect sensitive data
about people (e.g., people’s faces). In this context, any network transfer of sensitive
data should be minimized or anonymized (e.g., through aggregation, numbers).
Compared to traditional scenarios of sending sensitive data over the network to
the cloud, we should ensure that no sensitive data are stored or sent over the
network [148].

• Space limitations. Edge-relevant hardware must be deployed close to critical
intersections, respecting urbanistic space constraints. In our setup, the city of
Vienna infrastructure provider provided access to empty traffic light chambers for
the deployment of edge hardware. Provided traffic lights chambers can be found in
most of the traffic infrastructures worldwide [149].

• Low cost. Edge hardware (e.g., AI device, camera) has to be installed on many
crossroads of a metropolitan area. Therefore, hardware costs must be contained. In
our use case, the traffic infrastructure provider of the city of Vienna estimated the
costs for a single edge node installation to be in the range of a few hundred euros.

5.1.2 System Design

Figure 5.2 shows an overview of the proposed architecture design, based on the challenges
and requirements identified in Section 5.1.1. We illustrate two main components, namely:

Computation component is responsible for the real-time processing of data coming
from edge sensing devices. It includes both hardware and software parts. The hardware
part includes adapted configurations of edge devices, considering space requirements,
and plugged cameras to constantly monitor critical intersections and crosswalks. The
software part includes edge processing, which processes video frames using deep learning
object detection modules. Object detection workflows are based on a neural network,
trained to detect pedestrians and cyclists.

Communication component is responsible for real-time delivery of the edge processing
output that is critical for early warnings of drivers. It includes both network and
application parts. The network part includes a mechanism to efficiently and timely
broadcast such information to a multiple and a dynamic number of vehicle drivers
approaching the intersection. The application part includes implemented modules for
tracking the vehicle movements as well as the application interface with warning features.

In Figure 5.2, Step 1 shows vulnerable road users (e.g., pedestrians and cyclists) captured
in video frames, and collected by a deployed traffic camera. Input video frames are
constantly analyzed by the edge processing module in Step 2, searching for target users
in the critical crosswalk or intersection area. Once users approaching this monitored
area are detected (Step 3), a notification message is generated in Step 4. The message is
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Figure 5.2: An overview of the architecture design for increasing traffic safety with edge.

then forwarded to an app installed on the driver’s mobile device, which shows visual and
audio notifications (Step 5).

Regarding the privacy property, the video frames, captured by cameras, are analyzed
immediately at the edge device, ensuring that sensitive data are neither transferred nor
stored over the network. Only the output of data analytics, i.e., a number of objects
detected (i.e., pedestrians, cyclists, or animals), is transmitted to drivers’ mobile devices.
Technology evaluation and design choices for the prototype deployment are shown and
discussed in the evaluation Chapter 6 in detail.

5.2 Data Locality-aware Edge Analytics Placement

For the second deployment use case, we propose SEA-LEAP framework for self-adaptive
and data locality-aware edge analytics placement. We first describe the importance of
data locality in Section 5.2.1 and the motivational use case in Section 5.2.2, illustrating
a problem of tracking data movements and timely placement of critical on-demand
analytics. In Section 5.2.3, we propose SEA-LEAP system design, while tracking and
control components are detailed in Section 5.2.4 and Section 5.2.5, respectively.

5.2.1 Importance of Data Locality Exploitation in Edge
Environments

Modern IoT applications such as public safety video surveillance [150], predictive mainte-
nance in smart manufacturing [151], and traffic management in smart cities [152], are
characterized by strict latency requirements. Due to the rapidly increasing number of
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IoT sensing devices, data production is growing exponentially [153], with negative effects
on the latency of analytics required by IoT applications.

Although edge computing, i.e., moving cloud processing closer to data sources, has been
proposed as a solution to address these issues [154], the rapidly growing amount of data
produced at the edge affects traditional centralized data collection and processing. Data
can be transferred and replicated due to (i) limited storage capacities [50]; (ii) edge
failure probabilities [155]; (iii) meeting certain SLOs (e.g., data loss tolerance [156]); (iv)
workload balancing [157]. Consequently, data can reside in locations different from where
they were initially produced.

Typical examples are edge video analytics applications. Performing video analytics (e.g.,
object detection to extract specific information of video frames) close to the source of
data (e.g., on edge servers such as traffic cameras or micro data centers) is considered as
the killer app for edge computing [73]. For example, video analytics on traffic footages
of a specific area could be submitted to detect a suspect’s vehicle. However, sampled
footage frames from a traffic camera system can be stored at locations different from
the source node to ensure fault tolerance, affecting the latency of on-demand analytics.
This problem is present in other event-driven scenarios, where critical decision-making
processes strongly depend on the timely placement of analytics requests, such as finding
lost children or pets [150], and failure prevention in smart manufacturing [151]. Therefore,
making self-adaptive analytics placement to the most suitable location is an important
step toward improving the overall latency of decision-making processes.

In typical placement strategies for data processing applications available in the literature,
researchers focus on traditional centralized data collection and analytics solutions [158, 22],
or placing data processing based on resource-cost trade-offs [159], but do not discuss
critical latency requirements of such analytics applications. Others propose strategies
for latency-aware placement configurations of data stream processing applications [160]
and low-latency data management on the distributed edge [161]. Still, data movement
tracking and locality-awareness for scheduling on-demand analytics across distributed
edge infrastructures are currently unsolved problems [162, 163].

5.2.2 Background on Data Locality in Edge Analytics

Motivational scenario

In the context of edge nodes, we consider our InTraSafEd 5G project, i.e., Increasing
Traffic Safety with Edge and 5G (presented in the previous Section 5.1), as the motivational
example described in Figure 5.3. It aims to improve traffic and pedestrian safety through
video analytics running on edge nodes, deployed near data sources (e.g., urban area,
traffic infrastructure). Once data are collected, different analytics applications can query
collected data. Example of these analytics ranges from (i) locating lost children or
pets [150], (ii) timely locating suspects, (iii) finding a vehicle suspected of violating
rules in captured footages (e.g., by recognizing license plates captured for accessing
restricted central business districts, low emission zones), in a smart city. In such on-
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Figure 5.3: An example smart city scenario to illustrate the problems of (i) tracking
dataset movements/replications due to high edge failure probabilities, and (ii) timely
placement of critical on-demand video analytics.

demand scenarios, critical decision-making processes strongly depend on the strict latency
execution of edge analytics requests using specific input datasets.

However, edge servers can fail to execute analytics services for different reasons such as
limited resources, power outages, or network failures [155]. Consequently, in the context
of edge servers, it becomes necessary to replicate relevant data and services to other
nodes (black dashed arrow), to meet SLOs, e.g., service and data availability. Based on
calculated failure probabilities, some datasets can be replicated (partially or completely)
to different locations to avoid data loss or interruption of running analytics services. To
meet the low-latency requirements of on-demand analytics [164] (e.g., finding suspects),
they should be placed at the same node where the dataset is stored to reduce the
impact of network latency. However, in a geographically distributed edge infrastructure,
replication causes the required dataset to be present in location(s) different from where it
is produced. Consequently, our challenges are to (i) keep track of datasets, and identify
where they are located at a specific time point; (ii) identify which node location is the
most suitable to reduce the latency of analytics requests. Inspired by the InTraSafEd 5G,
we consider its benefits for running on-demand analytics on heterogeneous edge servers
such as Raspberry Pi roadside devices with cameras attached to smart traffic lights.

Definition 5. On-demand data analytics represents data processing applications that
are submitted to a computational infrastructure I in response to specific user requests R.

The main characteristics of on-demand data analytics are: (i) they refer to specific input
datasets [151], and (ii) they have low-latency requirements [164]. In this work, on-demand
data analytics are represented as container-based applications running services that
process input data and can be placed in different nodes of computational infrastructure
(as in [165] and [166]). The input of on-demand analytics is a finite dataset that can be
stored in different locations. We focus on a set of sampled video frames generated from
video-camera systems.
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Locality-aware edge analytics placement

Edge computing is a paradigm where computation is performed on edge nodes, deployed
near data sources. Edge computing is the key to exploit data locality, i.e., processing
data closer to its origin, instead of collecting and processing data far from its source [124].
Data locality is considered of paramount importance to meet low-latency requirements
of on-demand analytics [167, 168]. However, identifying the correct dataset location to
timely perform processing in the distributed edge environments is a challenging issue
due to the possible data transfers and replications. Therefore, we introduce SEA-LEAP,
a new framework allowing users and developers to easily deploy on-demand analytics
applications without knowing the current location of the required datasets. Once required
datasets are located by SEA-LEAP, on-demand analytics are automatically deployed
to the most appropriate edge nodes, allowing analytics requests to meet low-latency
requirements and significantly improving decision-making processes.

5.2.3 SEA-LEAP System Design

This section introduces a high-level architecture model overview of the SEA-LEAP
system, aiming to illustrate the main components and steps for achieving self-adaptive
analytics placement at the edge. The design concept of SEA-LEAP is driven by the
following properties for on-demand edge analytics placement, namely,

• Data locality-awareness: as shown in the motivational scenario, data can change
its locations over geographically distributed and heterogeneous edge nodes for
different reasons, making it challenging to exploit data locality. Therefore, the
framework should be able to keep track of dynamic data movements and enable
efficient locality-aware data management.

• Autonomy: on-demand analytics requests, as shown in the motivational scenario,
often have low-latency requirements, making it difficult to timely identify the node
minimizing overall request execution time. For this reason, the framework should
be able to (i) find the most appropriate node location for analytics placement and
(ii) handle numerous requests on time, with little or no human intervention in
the deployment process. To this end, we need to enable autonomous analytics
placements.

• Genericity: the computational edge infrastructure can be heterogeneous regarding
both hardware resources and software configurations. Thus, the framework design
should be generic and applicable to work on top of existing systems by customizing
the logic of proposed components and services, improving the overall reusability.

Overall execution time represents the completion time of the user analytics requests,
which includes execution of tracking and control mechanisms to find the location that
guarantees the lowest latency. Figure 5.4 provides an overview of the proposed SEA-
LEAP architecture. We envision the on-demand analytics placement scenario based on
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data locality. To manage data locality-awareness with autonomous analytics placements,
we illustrate three main parts, namely:

Edge sites represent sets of geographically distributed and resource-limited edge nodes
capable of executing on-demand analytics on data coming from IoT devices. IoT devices
constantly generate data, which are transmitted to the edge infrastructure for temporary
storage and future analytics.

Tracking mechanism is a component used for event-triggered registration of datasets
and for tracking their future movements. It includes a monitoring service and meta-dataset
that stores location-related details about datasets, enabling their dynamic tracking in
the distributed edge environments. We focus on datasets with fixed sizes, which are
generated, processed, and stored at the edge for future analytics. This is typical in
storage-limited edge nodes since in many cases it is enough to have a subset of data to
preserve the analytics accuracy [169]. To minimize overall completion time, the control
mechanism can trigger adaptive data movements.

Control mechanism is a component performing placement of on-demand analytics. It
contains two main sub-components: the meta scheduler and the placement optimizer. The
meta scheduler receives the description of on-demand analytics with the requested dataset
name, and communicates with both the meta-dataset and the placement optimizer. The
placement optimizer computes the most appropriate location for on-demand analytics
to minimize overall execution time. Finally, the meta scheduler performs the actual
placement to a target node and commands the analytics execution.

In Step 1, data generated from different IoT sensing devices are transferred to edge nodes,
where they can be processed or stored for later analysis. In Step 2, datasets can be moved
or replicated to other nodes due to different reasons such as fault tolerance. Any dataset
generation or its replication or movement are registered and updated constantly within

Figure 5.4: SEA-LEAP architecture overview.
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the tracking mechanism (Step 3). For each dataset, current location-related details are
stored in a database called meta-dataset. Meta-dataset can include information such as
dataset id, dataset name, corresponding cluster, location path, and data size. Once a
user submits the request description (Step 4), the meta-scheduler initiates the automatic
placement adaptation. In Step 5, the meta scheduler extracts the required dataset name
and retrieves location-related details of the required dataset from the database. We
assume that a user knows the target dataset id or name needed as an input for requested
analytics. Some of the proposed solutions include (i) access to a list of already generated
and existing dataset names (e.g., based on a dataset catalog explained in Section 5.2.4),
(ii) a consistent and regulated, easy-to-remember naming of datasets.

Considering that (i) requested dataset can be present in multiple nodes and (ii) different
nodes can comply with analytics requirements (e.g., resource capabilities), in Step 6, the
meta scheduler queries the placement optimizer to find the most appropriate location for
analytics among node location candidates. Finally, the analytics application is placed
to the most appropriate node (Step 7). The proposed SEA-LEAP follows the service-
oriented architecture (SOA), featuring multiple parts and services that can be maintained
independently. The following subsections describe all proposed parts in detail, while
Table 5.1 lists the main notations used in our approaches.

Table 5.1: SEA-LEAP main notations and definitions.

Notation Description
α An analytics application that requires input data.
dloc Variable representing the current dataset location.
dname Variable representing name of the dataset during the

data generation at the data source
dma A data management action (e.g., replication).
metadb Meta dataset database with location-related info.
KB A knowledge base containing edge-relevant information.
rcvmsg Variable containing request description for data mgmt.
rcvf Description containing the request for analytics placement.
Lap The most appropriate location for analytics placement.
L Matrix storing about node candidates for the placement.
D The set of datasets.
N The set of locations.
Λ The set of nodes where dataset d is stored.

l(ni, nj) Latency of network connection between ni and nj .
b(ni, nj) Bandwidth of network connection between ni and nj .

hops(ni, nj) Number of network hops between ni and nj .
size(d) The overall size of a dataset d.
inf_time An average inference time on a target node.
no_frames Number of image frames in a target dataset d.
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5.2.4 SEA-LEAP Tracking Mechanism

Based on the architectural model, we describe the tracking mechanism that is focused on
data management and registration of edge data movements. Figure 5.5 shows SEA-LEAP
agent-based monitoring service, which incorporates an event-triggered registration of
changes of data locations and publish/subscribe-based tracking of data movements, while
Algorithm 6 shows pseudocode and the concept behind the agent-based monitoring.
Regarding the data locality-awareness and autonomy properties, an autonomous software
agent is employed on top of each node, constantly monitoring and acting upon data
management events. Location-related details are stored in the meta-dataset database
indicating where the datasets are currently available and accessible. The event-triggered
data registration mechanism (Figure 5.5a) consists of several consecutive phases:

Activation of node agents. Every node has an agent listening to a known port (line
1, Algorithm 6). The while loop (line 2) serves one client request for data management
action. This phase is executed only once on each node and used in all the other phases.
The received description of a data management action triggers the following phases.

Request for data management. In this phase, different requests for data management
can be initiated (lines 3-4). We define data management as any data manipulation process
including (i) generation of a new dataset, (ii) dataset replication or movement. Data
management requests employ location-related details about data and can be initiated
from (i) meta scheduler (Section 5.2.5), (ii) edge nodes, (iii) edge providers, or (iv) other
incorporated mechanisms maintaining edge systems (e.g., load balancing, replication,
fault tolerance).

Location resolution. In this phase, based on the target dataset, the location details
are either (i) produced for newly generated datasets or (ii) checked in the meta-dataset
before further actions. In the first case, a dataset is generated and stored in an edge node.

(a) Event-triggered data registration (b) Pub/sub based data tracking

Figure 5.5: SEA-LEAP monitoring service including (a) registration of changes of data
locations and (b) tracking data movements due to data management events.
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Algorithm 6 Agent-basedDatasetRegistration

1: Listening for data management requests
2: while TRUE do . serving one client request
3: Connect to client
4: parse(rcvmsg) . analyse received message
5: datamgmt(dma, dname, dloc) . data management applied
6: Update metadb, setting new node location dloc for given dname
7: Disconnect from client
8: end while

Details about dataset location are saved in the meta-dataset and partially in the dataset
catalog (Figure 5.5b). Dataset catalog (DC), a lightweight key-value store contains pairs
of all generated dataset names and initial locations where they are created (Step 1). It
supports the submission of the user’s analytics request (see Section 5.2.5), and can be
accessed from meta-server or keeping a synchronized copy locally. In the latter case (ii),
the required dataset already exists and meta-dataset database is queried, if needed, for
retrieving location details.

Data management. In this phase, requested data management action (dma) is per-
formed (line 5). Node agents complete data management requests. A trivial example
datamgmt(fetch, dat_x, n1) would fetch dataset dat_x from location n1. This phase
is designed in a generic way, so it can also be adapted with other data management
operations by edge infrastructure providers or deployed edge systems.

Location update. Once the previous data management actions are done, it is required
to update new information in the meta-dataset. In this phase, a new connection to the
meta database is established and corresponding dataset entries are updated (line 6).
Once the database is updated, the source node of the corresponding dataset is notified
via the pub/sub (publish/subscribe) channel enabling data movement tracking.

In case of failures, error messages will be returned in each phase. Furthermore, Figure 5.5b
shows the pub/sub based tracking of data management. First, as shown in the location
resolution phase, DC stores existing and unique dataset names (Step 1) included in the
Knowledge Base (KB). KB represents prior obtained and edge-relevant details such as
edge-specific network topology, node characteristics, and analytics benchmarks. They
provide a collection of information necessary for efficient analytics placement (explained
further in the evaluation Section 6.3). Edge node locations and produced datasets can
be numerous and highly distributed. Thus, regarding the scalability of the tracking
mechanism, the monitoring service includes a pub/sub messaging system in which every
edge node (n1, n2, ..., nn) can be subscribed to topics representing dataset names or ids
that were initially produced at these nodes (Step 2). Once the dataset location is changed
in the meta-dataset during the location update phase, the meta-broker publishes the
change to a specific topic (Step 3). As a result, each node has information about the
current location of its datasets, facilitating further edge data management actions. We
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assume a pub/sub system, such as MQTT (Message Queuing Telemetry Transport), due
to its communication scalability and minimum resource requirements [170].

Note that the tracking mechanism is essential for enabling data locality-awareness, while
the following control mechanism primarily ensures the self-adaptive and timely placement
of edge analytics based on data locality. The scalability of the tracking mechanism will
be investigated in future work.

5.2.5 SEA-LEAP Control Mechanism

The control mechanism is the cornerstone of SEA-LEAP architecture. The goal is to
enable self-adaptive placement of an analytics application α considering a dataset location
dloc, based on two actions, namely,

• GuideMe: static placement of an analytics application to the source node candidate
initially storing the requested input dataset. If the input dataset is simultaneously
present on multiple locations, the node ensuring the lowest estimated analytics
execution time is selected as the target one;

• FollowMe: dynamic placement of an analytics application to an alternative node
candidate that minimizes overall request execution time. In this case, an adaptive
dataset movement from the source to the alternative node is necessary, before the
analytics placement and execution.

These actions can offer a continuous adaptation of analytics placements in highly dis-
tributed and networked edge servers. Both actions rely on two important services of the
control mechanism, namely, the meta-scheduler and the placement optimizer, described
in the following sections.

Meta Scheduler

Accessing the dataset locations can be done by storing location details in the meta-dataset
(described in Section 5.2.4), while placement adaptations are managed on-the-fly within
the meta scheduler. We assume that the meta scheduler is accessible, and there can
be multiple instances serving. Algorithm 7 describes the meta scheduler life cycle in
detail. The scheduler continuously listens for new requests in lines 1-2. Once a user sends
an analytics request description, containing details for application execution, its format
is checked. If its format is valid (lines 3-5), the meta scheduler extracts information
such as the name of the required dataset id and analytics process α (line 6). Next, the
meta-dataset is checked and relevant information is retrieved (lines 7-8). If corresponding
information exists, the meta scheduler will send details to the placement optimizer (line
9). The output of the placement optimizer represents the node location that guarantees
the lowest total latency for the request and it is stored in the Lap (lines 10-11). In case
the usage of Lap requires adaptive data movement, the meta scheduler will follow the
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procedure from Algorithm 6 (lines 12-14). Finally, the meta scheduler performs the
placement of α in the node Lap (line 15).

Algorithm 7 MetaScheduler

1: while TRUE do . loop serving one client’s requests
2: rcvf ← waitConnection() . waiting for incoming connections
3: if rcvf = fmt then . checking the format of analytics request
4: continue
5: end if
6: parse(rcvf ) . extracting needed information (dname, α)
7: Create matrix Λ with location-related information about d
8: Λ← retrieve(dname) . retrieving details from metadb
9: if Λ 6= empty then

10: Lap ← PlacementOptimizer(Λ)
11: Adapt deployment templates with the Lap and other info
12: if Lap is not one of the initial location from Λ then
13: Replicate dataset d to Lap using Algorithm 6
14: end if
15: deploy(R,Lap) . placing analytics to node location Lap
16: end if
17: end while

Placement Optimizer

The goal of the placement optimizer is to find an edge location that minimizes the total
latency. It is designed to satisfy users’ latency requirements for timely decision-making
processes. Total latency is impacted by (i) analytics execution time that depends on node
and dataset characteristics, (ii) data transfer that is affected by network characteristics.

We consider analytics placement as a minimization problem with latency as an objective.
We assume that users can submit requests for executing data analytics applications
over different input datasets, whose location is unknown to the user. Computational
infrastructure is modeled as a graph I = (N , E) (as used in [171]), such that N is a set of
different nodes where applications and datasets can be placed, and E models the network
connections between nodes. For each (ni, nj) ∈ E , with ni, nj ∈ N , we define both latency
l(ni, nj) and bandwidth b(ni, nj) measurements of network connection (described later
in Section 6.3.3).

We also define a set D of different generated datasets, that can be initially stored in one or
multiple nodes n ∈ N over a geographical area. In the latter case, we assume that those
datasets are always synchronized. Further, each dataset d is defined by its size size(d)
and the set Λ(d) of nodes where d is stored. Users submit a request R = (α, dname) to I,
where α is an analytics application, and dname is the name of the input dataset for α.
For each R, SEA-LEAP goal is to identify location Lap for α and d that minimizes R
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total latency, i.e.,
Lap = arg min

L[i]
(L[i]t_latR ), L(α) = L(d). (5.1)

L is a matrix that contains location candidates with calculated total latency, including a
potential data transfer and the analytics execution time on the specific node candidate:

TL = tmvd(ni,nj) + t(R,nj), (5.2)

where ni initially stores the dataset d (ni ∈ Λ(d)), and nj is an alternative node candidate
(nj ∈ L(d)). In case of ni as the initial candidate, i.e., ni = nj , then TL = t(R,ni).
Otherwise, we define tmvd(ni,nj) as the time required to send d from ni to nj , i.e.,

tmvd(ni,nj) = l(ni, nj) + hops(ni, nj) ·
size(d)
b(ni, nj)

, (5.3)

where hops(ni, nj) is the number of hops between ni and nj . Further, we define t(R,nj)
as the estimated time required to complete analytic request R(α, d) on node nj , i.e.,

t(R,nj) = inf_time(nj) · no_frames(d), (5.4)

where inf_time(nj) is an average inference time per frame, and no_frames(d) is the
corresponding number of frames in target dataset d (see Section 6.3.3).

Algorithm 8 describes the placement optimizer. First, two data structures are created
to store location candidates for analytics placement (lines 1-2): L, containing a total
estimated latency, and LKB, which stores potential candidates retrieved from KB if
they satisfy certain conditions, e.g., nodes with better inference time compared to the
source node(s) (line 3). Next, each node containing the requested dataset (line 4) will
initially become a candidate for placing the required analytics (lines 5-7). Then, even if
the required dataset is present on multiple nodes, the placement depends on the total
latency of each candidate (line 6). In lines 8-12, we calculate total latency for each new
candidate, since due to the heterogeneity of the infrastructure it is possible to achieve a
lower total latency on a node with more resources, despite the data transfer (line 10).
Consequently, the most appropriate node location Lap is the one offering the lowest total
latency (line 14), returned in line 15. We consider three scenarios: (i) the dataset is stored
on a single node with the lowest estimated analytics latency; (ii) the dataset is stored on
multiple and heterogeneous nodes, therefore the most powerful will run the analytics;
and (iii) edge node(s) storing the required dataset do not have resource capabilities to
meet latency requirements, thus, the dataset will be placed to a node which minimizes
overall request execution time.

Theorem 1. SEA-LEAP complexity is O(n ·m+ k).

Proof. SEA-LEAP complexity is determined mainly by two components, MetaScheduler
and PlacementOptimizer. MetaScheduler complexity (see Algorithm 7) depends
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Algorithm 8 PlacementOptimizer

Input: Set of nodes storing req. dataset Λ
Output: The most appropriate location Lap
1: Create matrix L forming location candidates with est. total latency
2: Create matrix LKB for potential location candidates from KB
3: LKB ← KB(ntype > Λ(ntype)) . retrieving alternative candidates
4: for each ninit ∈ Λ do
5: Add node ninit to L
6: Calculate TL(ninit) for the initial node using (5.4)
7: L(ninit, TL)← TL(ninit)
8: for each nnew ∈ LKB do
9: Add node nnew to L

10: Calculate TL(nnew) for new nodes locations using (5.2), (5.3) and (5.4)
11: L(nnew, TL)← TL(nnew)
12: end for
13: end for
14: Lap ← Li with minimum total latency . compute Lap using (5.1)
15: Return Lap

on PlacementOptimizer (see Algorithm 8), since all other lines have complexity O(1).
The for loop (line 4) from Algorithm 8 iterates over the set of node locations Λ that
simultaneously store the requested dataset. Entering the inner for loop in line 8, it
iterates over each new node location candidate and calculates the estimated total latency
in line 10, resulting in complexity of O(n ·m), where n is the number of replicas, repre-
senting the initial node candidates, and m is the number of alternative node candidates.
Next, searching the candidate with the lowest total latency in line 14 has the complexity
of O(k), where k is the total number of node candidates. Other lines are O(1), resulting
in the overall complexity of O(n ·m+ k).

O(n ·m+ k) is acceptable in our context, since (i) n is expected to be either 1 due to
limited edge storage capacities [50] or small while still guaranteeing the resilience with
fewer replicas as showed in [155], and (ii) m is limited to both nodes whose types match
the types from KB benchmarks and that have lower inference time per frame than initial
nodes from the set Λ.
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CHAPTER 6
Evaluation

This chapter shows the experimental evaluation of the proposed approaches in the previous
chapters. We first evaluate the proposed edge data management framework in Section 6.1
featuring three mechanisms, namely, adaptive data recovery (Section 6.1.2), edge storage
management mechanism (Section 6.1.3), and projection recovery maps for supporting
an automatic data recovery (Section 6.1.4). In Section 6.2, we evaluate the technology
and system components for increasing traffic safety with real-time edge analytics and
5G, including details about design choices of the real-world prototype deployment. In
Section 6.3, we show the experimental evaluation of self-adaptive and locality-aware edge
analytics placement, including details about testbed configuration, input datasets and
target application.

6.1 Edge Data Management Services Evaluation

In Chapter 3, we described a complete edge data management framework (EDMFrame),
featuring different edge data services. We evaluate EDMFrame experimentally using six
sensor-based time series datasets from smart buildings and homes. Results show that
EDMFrame: (i) can automatically recover gaps of various lengths with single-technique
recovery and achieving less error employing PRM-based multi-technique recovery (as
shown later in Section 6.1.4; and (ii) reduce the amount of data stored adaptive cycles,
while keeping high prediction accuracy, therefore storing only data relevant for predictive
analytics at the network edge.

The proposed EDMFrame is implemented and simulated using R language on a 64-bit
Windows 10 PC, configured with a 2.70-2.90 GHz Intel i7-7500U CPU and 16 GB RAM.
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6.1.1 Data and Measures

We evaluate our approach on sensor-based time series data, typical in IoT applications
like smart buildings and homes [2]. The main characteristics of selected time series
datasets are presented in Table 6.1.

• Datasets h_1-3 contain traces from the Smart* project [172] for optimization of
energy consumption in smart homes, obtained by UMass Trace Repository [173].
They represent various environmental and electrical data, such as temperature,
relative humidity, wind information, and heat index.

• Datasets b_1-3 come from the monitoring system of Austria’s largest Plus-Energy
Office High-Rise Building [174]. These datasets contain various measurements used
for automatic HVAC systems (Heating, Ventilation, and Air Conditioning), cooling,
energy management (e.g., temperature, indoor air quality, electricity production
and consumption).

These traces represent real-world data, whose near real-time analysis can bring valuable
hints for IoT actuators, making these datasets appropriate samples for our experiments.
We have selected six datasets targeting different characteristics and behavior, to show
the applicability of our algorithms.

Further, we use Mean Absolute Percentage Error (MAPE) [175] for forecast accuracy
evaluation among different datasets, due to its scale independence. Based on MAPE, we
also define Mean Absolute Percentage Accuracy (MAPA) as in Equation 6.1:

MAPA(Y, Ŷ ) = 100− MAPE(Y, Ŷ ) (6.1)

where MAPE(Y, Ŷ ) is equal to 100
n

∑n
i=1 |

(yi−ŷi)
yi
|, Y and Ŷ are respectively the sets of

actual values and their forecasts, n is the number of data points, yi − ŷi is the forecast
error, yi and ŷi are respectively the i-th value of y and its forecast.

Table 6.1: Main characteristics of datasets for the EDMFrame experimental evaluation.

Source Dataset Sensor type Range of values Volatility [SD]

1
h_1 heat index [F] 52.11-88.79 8.74
h_2 room temp. [F] 68.90-79.70 2.51
h_3 RH [%] 30.2-92.7 18.52

2
b_1 el. meter [kWh] 19.86-19.97 0.04
b_2 flow temp. [C] 41.3-48.1 1.32
b_3 IAQ [ppm] 458.11-707.88 62.53
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6.1.2 Adaptive Data Recovery Evaluation

Recovery of multiple gaps simulation 1

We first evaluate the applicability of the proposed approach (see Section 3.2) by recovering
multiple gaps in different datasets, utilizing the forecast package [176] in R. We see an
example in Figure 6.1. The upper graph shows an incomplete subset of the dataset h_1
before the recovery, while the lower graph shows a complete dataset after recovery. Gray
shaded areas indicate four gaps. In all datasets by source 2, we observe several real gaps
in collecting data that can affect the accuracy of data analytics. Therefore, we identify
these gaps and artificially make gaps with same sizes in the dataset h_1 (precisely, gaps
with 1 (G1

1), 2 (G2
2), 17 (G17

3 ) and 30 (G30
4 ) consecutive missing/invalid data values).

Then, these gaps are recovered using the proposed mechanism, and forecast accuracy
is evaluated using MAPE measure. The black solid line represents the actual behavior
of a dataset using data points connected by trend lines. The black dashed line shows
actual data for corresponding gaps, while the red solid line represents predicted values of
missing/invalid data, calculated using forecasting techniques.

In this example, multiple gaps are automatically recovered using ARIMA, representing the
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Figure 6.1: Adaptive data recovery of multiple gaps (G1
1, G2

2, G17
3 and G30

4 ) on dataset
h_1, employing ARIMA, as STR approach.
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STR (single-technique recovery) scenario. Sensor-based time series, as shown in the first
sub-figure, can contain different behaviors from stationary to trend and volatile patterns.
For this reason, the MAPE of reconstructed gaps G1

1, G2
2 and G17

3 are significantly low,
0.1843%, 0.1317% and 0.3366% respectively, while the MAPE for the G30

4 is 2.6797%.
We also notice a direct relationship between gap length and forecasting error. Results
show that our mechanism is able to recover all gaps with a running time of 0.68s.
Moreover, based on the proposed mechanism, multiple techniques can be involved in the
recovery process of each gap separately. MTR is employed by the mediator component
in Section 6.1.4.

Recovery of multiple gaps simulation 2

Further, we extend the evaluation using larger subsets of the complete datasets (Table 6.1)
from each source, targeting characteristics such as sensor type and a wider range of values,
as it is shown in Table 6.2. This time, each dataset contains around 14600 data points
for the second part of the experiments. To evaluate the proposed approach of adaptive
and automatic near real-time data recovery, after the analysis of datasets we identify
larger gaps and artificially made those gaps with approximately same sizes, precisely,
gaps with 238 (G238

1 ), 3 (G3
2) and 5016 (G5016

3 ) consecutive missing/invalid data values.
Then, these gaps are recovered using the proposed mechanism, and forecast accuracy is
evaluated by comparing predicted data with actual data from each gap. This choice has
been made to ensure a fair comparison between all techniques, comparing them according
to the forecast error they achieve on the same gap sizes and the same data.

We apply the proposed mechanism and show two representative examples among used
datasets from each of data sources as it is illustrated in Figure 6.2. Each example is
represented in a separated sub-figure. Each sub-figure consists of two graphs: the upper
graph indicates incomplete dataset before recovering process, while the lower graph
indicates complete dataset after applying recovering procedures. Gray shaded areas
indicate three gaps, precisely, 238, 3 and 5016 missing values in a sequence. The black
solid line represents existing values, that is, the actual state of a collected dataset on
the edge. The black dashed line shows actual data for corresponding gaps, while the
red solid line represents predicted values of missing data points as an output of applied

Table 6.2: Adaptive recovery dataset information.

Source Dataset Sensor type Range of values

1
bsmart1 el. meter [kWh] 21.71-23.37

bsmart2 room temp. [C] 21.06-23.78

2
hsmart1 room temp. [F] 65.89-83.30

hsmart2 heat index [F] 27.86-107.64
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Figure 6.2: Results of semi-automatic recovery of multiple gaps. Sub-figures (a) and
(b) are representative examples of recovered gaps for datasets bsmart1 and bsmart2,
respectively. It shows results of STR.

forecasting techniques. All gaps are again recovered using ARIMA technique from R
forecast package, representing STR scenario, instead of selecting the most appropriate
recovery method for each of three gaps, as in condition-based recovery of MTR. It can be
seen that time series in the first sub-figure contains deterministic linear trend pattern
that makes ARIMA forecasting appropriate and more accurate in comparison to the
behavior of time series shown in the second sub-figure (i.e., flat forecasts for the third gap
of Figure 6.2b). This dataset shows an irregular pattern making forecasting process more
difficult. For this type of time series, where no trend or seasonality can be captured, the
algorithm calculates best suitable straightforward prediction line with 95% confidence
interval, i.e., the same possible mean value for missing data. For this reason, the MAPE
of reconstructed gap G5016

3 by bsmart2 is around 1.68315%, while the MAPE for the
same gap by bsmart1 is around 0.11999%. It can be also seen that, as the gap increases,
the forecasting error increases too.

Finally, the graph confirms that the proposed automatic data recovery mechanism is
able to efficiently cope with multiple gaps by forecasting all gaps with running time of
2.27s and 4.18s (see Figure 6.3), for bsmart1 and bsmart2, respectively. These scenarios
simulate users that specify a particular forecasting technique for the whole recovering
process of incomplete dataset (see Subsection 3.2.2). On the other hand, based on the
proposed mechanism, it is possible to specify different forecasting techniques involved
in recovering process of each gap separately, i.e., MTR scenario, that is shown in the
following section.
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Figure 6.3: Running time of recovering all gaps.

Discussion on adaptive recovery of multiple gaps

We further evaluate the applicability of the proposed mechanism by recovering multiple
gaps in different datasets and measuring accuracy and runtime for three cases: (1)
ARIMA, (2) ETS, and (3) AdaptOpt (Adaptive Option), respectively. In the first two
cases, the same technique is used for all gaps, that is, single-technique recovery (STR),
while in the last case, condition-based MTR (multi-technique recovery), based on the
combination of different forecasting techniques on different gaps, is employed.

We compare forecast accuracy measures (see Figure 6.4) and perform code running time
analysis (see Figure 6.3), showing the efficiency of the proposed mechanism with the
selection of different forecasting techniques from the repository. Besides the possibility
of using different techniques for each time series, it is also possible to select different
techniques for each gap. This allows to avoid computation expensive techniques for small
gaps or individual missing values and thus improving performance.

Figure 6.4 depicts the proposed mechanism applied on each of four different datasets
containing the same sizes of multiple gaps. Each of the four sub-graphs represents one
dataset. The recovering process is tested by utilizing different forecasting techniques
in three cases shown on the horizontal axis, (1) ARIMA, (2) ETS and (3) AdaptOpt,
respectively. In the first two cases, the same technique is used for recovering all gaps,
among which some graphs have been shown previously. The latter (Adaptive Option)
depicts the second scenario, where we utilize a combination of different forecasting
techniques, showing the benefits of the recovering procedure. The vertical axis shows
MAPE for corresponding gaps. Comparing the MAPE between same gaps within one
particular dataset, the error increases as size of gap increases in bsmart1 and bsmart2,
while for hsmart1 and hsmart2 is the opposite. The reason lies in a wider range of values
and more volatile behavior for data from source 2, where, e.g., for bsmart2, the error
increases by 107.02% on average, while for hsmart2 it decreases by 46.47% on average,
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Figure 6.4: MAPE accuracy measure for three recovered gaps of missing values among
4 datasets. All three gaps (that is, G238

1 , G3
2 and G5016

3 , respectively), are recovered by
utilizing different forecasting models in three cases: ARIMA, ETS and AdaptOpt.

between gaps G238
1 and G5016

3 .

For the case 3, in each dataset, three gaps are recovered, respectively, by applying
techniques ARIMA, ETS, ARIMA for bsmart1, ARIMA, n-point average, ARIMA, for
bsmart2, TBATS, n-point average, ETS, for both, hsmart1 and hsmart2. With this setup,
we are able to reduce overall running time by 25.11% and 52.38% for bsmart1 comparing
case 3 to cases 1 and 2, respectively, and at the same time having 82.68% less forecasting
error for gap G5016

3 comparing with case 2. For bsmart2, we have a slightly better forecast
accuracy, but reduced overall running time by up to 48.09% in comparison to cases 1 and
2. Additionally, by performing n-point average for gap G3

2, we were able to completely
recover that gap, having 0 for the MAPE value, because of the presence of redundant
predecessor values. Although the running time for the case 3 is not the lowest for hsmart1
and hsmart2, the error decreases up to 41.2% for the first gap of dataset hsmart2. By
performing the proposed AdaptOpt in case 3, depending on the type of datasets, we are
able to reduce either only forecast error or both, the error and the running time.

Figure 6.5 shows absolute percentage error behavior for two datasets (bsmart1 and
hsmart2 ) along two bigger gaps (gaps G238

1 and G5016
3 ) of the incomplete data. It
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(b) Recovered gaps from hsmart2.

Figure 6.5: Absolute percentage error behavior along recovered gaps comparing with
proposed AdaptOpt (case 3).

illustrates that application of the proposed AdaptOpt approach, overall, results in a
smaller error which is shown also by calculated trendlines. Although the gap to recover
can be significantly bigger (5016 values), we see that the MAPE increases only by up to
0.31% for bsmart1 and to the peak value of 46.57% for hsmart2. Because of the volatile
behavior of data from hsmart2, the error can come to the higher peak values. However,
with the appropriate methods, it can be greatly improved, e.g., using ARIMA instead of
ETS and TBATS instead of ARIMA for bsmart1 and hsmart2, respectively. Considering
unlikely cases with big gaps at the edge, the experimental results confirm the benefits
of our approach, and especially of the selection of different techniques for recovering
different gaps within the same incomplete dataset.
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6.1.3 Edge Storage Management Evaluation

Based on the proposed edge storage management mechanism and principles in Section
3.3, we evaluate the accuracy of the forecasts in predictive analytics for decision-making
processes and the amount of data that have to be stored on the edge node. First, we
show an example and application of the proposed algorithm, focusing on the recognition
and selection of clusters with stable forecast accuracy. Then we perform an experimental
evaluation of the edge storage mechanism, showing the benefits of implementing our
algorithm in edge-limited storage.

Example of stable forecast accuracy cluster detection

To explore the full potential of the proposed adaptive algorithm (described in Section
3.3.2), we show a simple dataset with a seasonality pattern that has more than one cluster
with stable forecast accuracy. We provide a step-by-step evaluation of the algorithm. For
the experiments, we manually defined rules to simulate the specification list. The forecast
period is set to 24, the same as the periodicity of the dataset. The forecast period stays
fixed in a current cycle, while a client can change the desired forecast period in the
specification list anytime. Then, we consider a high threshold for the forecast accuracy of
90%, since we expect high forecast accuracy results due to the small forecasting period
in comparison with the available dataset size.

In Figure 6.6, the upper graph represents the original dataset, while the lower graph
represents the result after applying ETS forecast method validating the principle for
multiple forecast iterations on the available dataset. The original dataset is composed
of 336 data points. As we already defined the forecast period, the last 24 data points
become test data, while the others will be used in different ranges to predict the same
forecast period.

Blue bold points in the lower graph indicate forecast accuracies for the corresponding
number of used data, i.e., the number of data that is artificially decreased in each iteration
to capture different forecast values estimating the same forecast period. For example,
the first blue point shows us that in the forecasting process 312 data points are used and
the forecast accuracy is slightly below 93%. In the lower graph of Figure 6.6, some stable
behaviors of forecast accuracies are visible, and their automatic recognition is performed
by Algorithm 3. Two stable clusters are selected and shown in Table 6.3. The resulting
table provides mean values of accuracies in each cluster and corresponding indexes of
data points from the storage for each cluster. Additionally, an interval of available data
points shows how many data points remain between the start/end index of the cluster.
The sum of the corresponding cells gives the total number of test data.

The selection of the appropriate cluster is done according to Algorithm 4. The forecast
accuracy threshold for the current observations is compared with the mean value of each
cluster. Therefore, the first cluster is selected at first as an appropriate cluster. Further,
checking the conditions for a better accuracy value with a smaller dataset, the second
cluster replaces the old one and becomes a new selected cluster.
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Figure 6.6: Observed dataset and forecast accuracy observation with stable accuracy
clusters detection.

Table 6.3: Stable clusters of forecast accuracy.

# Mean value
Range of cluster

indexes Interval of available
data pointsStart End

1 92.44903 12 48 300 264
2 94.13858 132 192 180 120

Finally, at the end of each cycle, a data management action will release data points
starting from the oldest data point, i.e., with index 1, until the middle of an appropriate
cluster, i.e., by index 162, thus keeping 174 available data points in the storage. In this
demonstrating example, based on our proposed approach, it is possible to reduce the
amount of stored data by 48% in one cycle, while keeping the accuracy of our predictions
above a specified threshold.

Edge storage management simulation

We simulate edge storage management with a fixed amount of data. We use Algorithm 4
for appropriate cluster selection. Subsets of a dataset h_1 is shown in Figure 6.7 and
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Figure 6.7: Evaluation of edge storage management on h_1 dataset - cycles 1-3 showing
available dataset (upper graphs) and stable clusters of forecast accuracies (lower graphs).
Vertical blue dotted line represents retained data points.

represents 3 cycles of edge storage management. In the first cycle, the same data from
the data recovery process are used. Further, in the second and third cycles, we set, in
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addition to data coming from the previous cycle, the upcoming amount of data on 144
(5min interval for 12h) data points per turn. Also, we define certain rules to simulate
the specification list. Forecast horizon fh is set to 12 data points, representing one hour
(12 · 5min) for which forecasts are calculated. Forecast horizon fh is fixed in the current
cycle, while the user can change the desired fh in the specification list. Then, we consider
the threshold CLth for identifying stable accuracy clusters of 90%, since the proposed
framework targets near real-time decision-making in IoT applications and we expect
accurate MAPA measures due to the short fh comparing to the available dataset size.

Regarding Figure 6.7, the upper graph represents the original dataset. The vertical
blue dotted line represents the data management decision after the procedures from
lower graphs. The lower graphs represent the result after applying the forecast method
and validating the principle for multiple forecast iterations on the available dataset. In
MAPA measurements, orange areas are stable clusters, while green areas are selected
appropriate clusters. The last 12 data points are test data, while the rest is used in
different variations to predict fh. In the first cycle, the algorithm finds an appropriate
cluster in a range between 68 and 108 available data points, corresponding to the cluster
between data indexes 168 and 208 in our original dataset (upper graph). The central
index of that cluster indicates that data management will release data points in range
1-188, respectively, indexes in range 189-288 will retain in the edge storage. The process
repeats for each next cycle. Figure 6.8 summarizes all 5 cycles.

Figure 6.8a shows both, released and retained data per each cycle, while Figure 6.8b
shows the accuracy of the selected appropriate cluster CLap and the percentage of
clustered MAPA values (lower graphs in Figure 6.7) per cycle. In Table 6.4, all 5 cycles
are averaged and compared among datasets in Table 6.1. The results show that on
average 39.9% of data points can be retained, while keeping the appropriate cluster
CLap accuracy, depending on algorithms’ parameters. Generally, we can find appropriate
clusters with accuracy around 98.83% and clustered MAPA measurements above 50%,
based on approximately 34 multiple forecast iterations. Results show that our mechanism
can achieve user-defined high accuracy using less data.
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accuracies percentage of Algorithm 5 after 5 cycles.
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6.1.4 Projection Recovery Maps Evaluation

In Section 3.3.2, we defined two methods for data recovery, namely, STR and MTR.
Section 6.1.2 first describes two examples of the STR scenario, where each gap is recovered
with a single technique, that uses data points preceding each gap as input. We also
demonstrated the benefits of the MTR method in which applying different techniques for
various gaps within the incomplete dataset can reduce either only the forecast error or
both the error and computation time. To make the second method MTR self-adaptive
and automatic, we employ PRMs (Projection Recovery Maps), used by the adaptive
recovery mechanism to select both the recommended range of required data points and
recommended recovery method.

In Figure 6.9, for each number of missing values from indexes 1 to 144, the algorithm
finds recommended range of required data points by finding stable clusters (described in
Algorithm 3) and calculating the most accurate cluster. The original algorithm is modified
by considering stable clusters with the highest forecast accuracy (see Definition 3.6).
The blue line shows the upper border of the cluster, while the green line shows its lower
border. We apply ETS and ARIMA forecast methods, and the method with the highest
accuracy is selected. Figure 6.9(a-f) shows PRMs for all datasets. ETS results are in
yellow, while ARIMA is in grey. For each selected range of required data points, we show
the MAPA value in orange.

The mediator component can store the completed PRMs, and once the monitoring
component detects a gap, the mediator recommends a range of required data points
and a forecasting method for recovery. In case there is not enough data in edge storage,
the mediator component retrieves data from the cloud, storing them for the time of
data recovery. We test data recovery with 4 defined gaps (see Section 6.1.2) using STR
as a baseline. In Table 6.5, we compare running time and MAPE between STR and
PRM-based MTR. STR achieves a running time of 0.97s on average, while PRM-based
recovery can achieve up to 65.48% less error (e.g., dataset b_1) and only 31.96% more
time on average compared to STR. Using PRMs, we can improve at least one objective
or both in some cases.

6.2 System Deployment and a Performance Evaluation of
Traffic Safety with Edge and 5G

Based on the architecture design discussed in Section 5.1, we implemented and deployed
a prototype on a critical intersection in the city of Vienna. We evaluate the system
performance showing its capability to detect critical situations and deliver time-critical
warnings, e.g., timely sending notifications to drivers. We first provide technology
evaluation of both computation (including hardware and software) and communication
(including network protocol, quality of service and protocol setup) components.
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Figure 6.9: Projection recovery maps for six evaluated time series datasets.
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6.2.1 Technology Evaluation

Computation component

Hardware. Object detection performance depends on selected hardware. Due to physical
space limitations of the traffic light chamber, we employ single-board Raspberry Pi (RPi)
edge devices, to which we attach co-processors to improve the performance of neural
network inference. As co-processors, we evaluate Google’s Coral Edge TPU accelerator,
and Intel’s Neural Compute Stick 2 (NCS2) since both can be plugged via USB and
used for vision-based ML applications. We select Coral Edge TPU, since it supports
TensorFlow Lite models (lightweight solution to run ML TensorFlow models on edge
devices). Considering space and low-latency requirements, we evaluate different RPi
models with/without Coral’s Edge TPU. Table 6.6 shows technical details. To capture
video frames from the target intersection, we use RPi 8MP Camera Module V2.

Software. The software module is developed using TensorFlow Lite, a version of the pop-
ular TensorFlow framework optimized for limited IoT devices, including RPi (Raspberry
Pi). To select the best-performing edge configuration, we first collected video frames from
the chosen intersection, on which the prototype should be deployed. Then, we evaluated
the performance of both quantized MobileNet SSD v1 [84] and v2 [85], lightweight and
pre-trained convolutional neural network (CNN) based object detection models, trained
using the standard COCO [82] dataset, on our collected dataset.

Figure 6.10 shows the average inference time per single frame on different edge node
configurations. The results are averaged over 100 frames for statistical significance, since
by adding more frames the difference in the standard deviation of inference times is below
39 µs on average. We observe in Table 6.6 that RPi 4 with Edge TPU has overall the
lowest inference time for both models.

Furthermore, we check confidence scores of the model, calculated using Tensorflow
confidence function1, for both models in Figure 6.11. We consider quantized model
versions, to further improve latency with limited effect on inference score. Here, the
object detection module is set to only detect a class "person" from a collected dataset
with a confidence threshold of 0.5 (i.e., a cut-off threshold for accepting detection results).
Although MobileNet SSD v1 has a slightly lower inference time by 2.46ms (or 13.84%) on

1https://www.tensorflow.org/lite/models/object_detection/overview

Table 6.6: Edge node configurations.

Node
type CPU RAM

[GB]
Edge
TPU

RPi 3 B+ Quad-core Cortex-A53 (ARMv7) at 1.4GHz 1 no
RPi 3 B+ Quad-core Cortex-A53 (ARMv7) at 1.4GHz 1 yes
RPi 4 Quad-core Cortex-A72 (ARMv7) at 1.5GHz 4 no
RPi 4 Quad-core Cortex-A72 (ARMv7) at 1.5GHz 4 yes
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Figure 6.10: Inference time observation for different edge node configurations and two
object detection models.

Figure 6.11: Confidence score observation for two object detection models on RPi 4 with
Edge TPU (threshold set to 0.5).

average, MobileNet SSD v2 shows a better inference score of 16.12% on average. Thus,
we select as the best option MobileNet SSD v2 running on RPi 4 with Edge TPU.
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Communication component

InTraSafEd 5G is designed to work in the mobile context, thus we consider 3G, 4G and
5G physical and transport layers. We describe now all design choices related to the
communication component.

Network Protocol. Since the main goal of InTraSafEd 5G is to provide notifications of
critical situations within specific time frames, the selected communication protocol should
(i) have a minimal message overhead to keep the transfer time and latency low, (ii) offer
guaranteed delivery of messages to users, and (iii) avoid unnecessary network flooding.
Traditional client-server communication (e.g., HTTP in cloud-based web applications), is
not suited for this scenario, due to high message overhead and the necessity of polling
to be notified about new events (e.g., a pedestrian detected in a blind spot). We focus
then on publish/subscribe (Pub/Sub) protocols, which allow event-based notification and
dynamical targeting of drivers close to a particular crossroad.

We select the following protocols for evaluation, used in different contexts requiring near
real-time latency: CoAP, DDS, AMQP, MQTT. In Table 6.7 we show the result of our
comparative study. First, we focus on Pub/Sub protocols, to enable event-triggered data
transmission and avoid unnecessary polling. Also, since accurate detection of pedestrians
and cyclists in our scenario needs to aggregate sensor data in a single processing point, a
protocol designed for centralized processing is more desirable than a distributed protocol.
Another desirable feature is the possibility to choose between different Quality of Service
(QoS) levels according to provided latency. A good level of security should also be provided
since no malicious users should be able to inject fake detection data and potentially
causing trouble. Finally, we want to ensure that the header size of each message is low,
to reduce network load. Based on our analysis, we do not select CoAP and AMQP since
they do not offer a publish/subscribe communication model. Between publish/subscribe
protocols (DDS and MQTT) we select MQTT, due to its lower overhead and the fact
that it is most suited for centralized processing.

Quality of Service. Besides strict low-latency of delivery, Intrasafed communication layer
has also to provide guarantees on delivery of the notification. Indeed, the potential effects
of unreliable communication might cause the loss of important updates, with negative
effects on traffic safety. Since our communication layer is based on the MQTT protocol,

Table 6.7: Comparative study of IoT protocols. Pub/Sub = Publish/Subscribe; R/R =
Request/Reply; P2P = Point to Point.

Protocol Paradigm Processing QoS
levels Security Header

size [bytes]
CoAP R/R Distributed 4 DTLS 4
DDS Pub/Sub Distributed 5 TLS 48

AMQP P2P Impl. specific 3 TLS 8
MQTT Pub/Sub Centralized 3 TLS/SSL 2
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we focus on MQTT QoS layers.

MQTT offers three different QoS levels: QoS 0, where messages are delivered AT MOST
ONCE (no guarantee on message delivery); QoS 1, where messages are delivered AT
LEAST ONCE (message delivery is guaranteed, but replications might occur); and QoS
2, where messages are delivered EXACTLY ONCE. Since selected QoS level affects the
latency of notifications, we measure the latency of MQTT messages in our scenario using
different QoS levels.

Latency measurements are performed employing a self-developed Android mobile app,
which first subscribes to a specific topic, then it sends a message with a unique id using
the same topic. Once it receives the same messages, it calculates the latency based on
the round-trip time of the message. The payload of the message is set to 64 bytes that is
realistic for the amount of data managed by the application (the number of pedestrians
and cyclists in a blind spot).

Figure 6.12 shows network latency offered by different QoS levels on different network
layers (3G, 4G and 5G). Results are obtained by calculating the average latency of
100 messages, for statistical significance. From the plot, we see that in most of the
cases average notification latency falls within the requirements of tens to hundreds of
milliseconds for road safety applications [18]. However, when selecting QoS 2, the 95%
confidence interval of our measurements for 3G includes values above 1000ms. For this
reason, we select QoS 1, which ensures latency below 800ms in the worst case (3G,
QoS 1). Also, in our scenario, the average notification latency is 109.35ms and 90.95ms,
respectively for 4G and 5G.

Protocol Setup. Finally, we describe the general MQTT protocol setup. MQTT message
routing relies on a software component called MQTT broker, which receives messages

Figure 6.12: MQTT network latency observations for QoS={0, 1, 2} over different network
types (3G, 4G and 5G).
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Figure 6.13: MQTT network latency for QoS=1 w.r.t. edge/cloud broker placement.

published by different clients (publishers) and forwards them to clients subscribed to the
messages’ topic (subscribers). In the target scenario, each camera with RPi represents a
publisher, and a mobile app is a subscriber. In the current prototype, topic subscriptions
are set up when the application is started. In future work, we plan to investigate location-
based subscriptions, as described by [177]. We select Mosquitto MQTT broker [178],
which offers enough security and flexibility for our requirements.

Each client has to be able to access the MQTT broker over the Internet. Since latency
is the main requirement of our application, we evaluate the latency of deploying the
broker at the edge (inside TU Wien’s network infrastructure) or using a cloud service
instead. Evaluation of latency of both deployments is shown in Figure 6.13. We can see
that edge deployment significantly reduces the latency (up to 50.20% and 47.18% for 4G
and 5G networks, respectively), making edge broker placement as the best choice for our
latency-critical scenario.

6.2.2 Design Choices

Based on the proposed system design, InTraSafEd 5G collects video frames from cameras
deployed on smart traffic lights, targeting drivers’ blind spots. Video frames are then
processed by an object detection algorithm, implemented using Python 3.7, to identify
critical situations (e.g., pedestrians and cyclists outside drivers’ field of vision). To this
end, we (i) deployed edge nodes using RPi 4B, to which we attached a camera and
Edge TPU (Coral USB Accelerator) to speed up object detection (see Figure 6.14a)
and (ii) set up a network connection using a HTC 5G Hub (5G network coverage is set
exclusively for the prototype deployment). We placed the edge node (above) and 5G Hub
(under) specific traffic lights (see Figure 6.14b). Figure 6.15a illustrates the detection
of pedestrians in drivers’ blind spots (e.g., behind bushes or bus stations) by installed
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(a) Edge node deployment. (b) Smart traffic light integration.

Figure 6.14: Edge nodes setup on Vienna’s chosen intersection and the integration into
the traffic-signal chambers.

edge nodes. Results from different edge nodes are then aggregated and audio and visual
notifications are sent to the driver’s mobile device if a critical situation is detected while
a driver approaches the covered intersection (see Figure 6.15b).

6.2.3 Mobile Client

Notifications of critical situations are sent to a mobile client installed on the driver’s
mobile phone. InTraSafEd 5G mobile client is developed for Android 10 using Kotlin.
We leave the implementation of iOS and Windows Phone versions for future work.
The application works as follows: first, the app subscribes to the topic representing a
monitored critical area and registers to the broker. Once the message is received, the app
visualizes a message using overlays and playing an audio notification. Communication
with the MQTT broker is performed through the PAHO MQTT library 1.1 for Android,
while the location is obtained using the mobile phone’s GPS and Google Maps SDK
v3.1.0. An example of the mobile client interface is shown in Figure 6.15b.

6.2.4 Discussion

Transmission latency on 5G is measured to be around 90.95ms for QoS 1, which guarantees
enough time for timely notifications. Regarding the computational performance on the
edge device, object detection on camera-collected frames takes around 17.78ms using a
lightweight RPi 4 with Edge TPU. This solution not only reduces cost while providing
high-level performance, but also allows increased privacy, as data taken by cameras do not
travel over the network nor need to be stored on the devices. Overall, in our InTraSafEd

101



6. Evaluation

(a) Pedestrian detection. (b) Screenshot of user application.

Figure 6.15: Real-time edge analytics demonstration for increasing traffic safety. Subfigure
(a) shows the output of object detection (during the project demonstration day) on edge
node Raspberry Pi 4B, while Subfigure (b) shows the application running on the driver’s
Samsung S20 5G phone.

5G use case, detection of pedestrians on the crossroad together with the required latency
to notify drivers results in 108.73ms on average.

We also observed that the proposed system with QoS level 0 results in overall latency
of 32.26ms on average for 5G. However, although this QoS level does not guarantee the
delivery of notifications, it is appropriate in situations where (i) the connection is reliable
(e.g., cellular antennas deployed close to the target area), and (ii) message loss on a small
scale would not affect the early warning system (e.g., capturing and processing higher
frame rates). Still, in future work we plan to investigate the scale of message loss using
QoS level 0.

The installation of the proposed solution on a higher scale of a metropolitan area,
would require (i) identification of important intersections, (ii) installation of 5G network
coverage, (iii) integration of the proposed design choices, and (iv) owning a 5G-enabled
phone. Although using 5G connection can offer the full benefits of the proposed solution,
(i) owning a 5G-enabled phone can be costly for users, as well as (ii) installing 5G coverage
in all areas. However, as we showed, the proposed solution is designed to work also with
common 3G/4G enabled phones and network types, (e.g., 3G and 4G only available
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in rural areas of the city), still within acceptable total latency of 760.94ms (3G) and
127.13ms (4G) on average for QoS 1. Furthermore, the cost of edge hardware integration
should be in the range of € 200 on average for edge configuration such as RPi 4B, 8MP
Camera Module V2 and Edge TPU.

6.3 Self-adaptive and Locality-aware Edge Analytics
Placement Evaluation

SEA-LEAP system presented in Section 5.2 is implemented using Python, and has
been evaluated conducting experiments on (i) real-world video analytics application;
(ii) real-world sets of video frames as input for the application; (iii) obtained network
and inference benchmarks, and (iv) heterogeneous edge infrastructure using Kubernetes
platform. Our emulation-based evaluation utilizes RuconLiveLab, our physical edge
infrastructure consisting of 11 Raspberry Pi (RPi) single-board computers, available
in three different configurations (see Table 6.8). Experimental results showed that the
proposed SEA-LEAP can (i) autonomously deploy on-demand analytics requests (e.g.,
object detection) considering data locality, and (ii) reduce overall request execution time.

6.3.1 Implementation Details

We first introduce technologies used for the experimental evaluation of the proposed
SEA-LEAP. Considering the deployment of analytics applications, many researchers
and industries are revealing nowadays the rapid adoption of Kubernetes orchestration
platform [165, 166], relying on master-worker architecture. The master node is, in our
scenario, responsible to assign a container-based analytics application to one of the
available nodes in the corresponding cluster. Containerized applications are typically
using Docker, a container platform used to build and isolate applications with a relevant
stack of services. Here, to deploy an analytics application to edge nodes, a docker image
has to be included in the Kubernetes manifest, i.e., deployment file, typically defined in
YAML (described later in Section 6.3.5 and shown in Figure 6.18).

6.3.2 Target Application

We consider as our target application object detection, a typical video analytics processing
in which an input set of video frames is analyzed. Analytics output is a list of detected
objects with confidence levels and their positions on the image. We assume that edge
keeps only a limited number of frames, e.g., sampling an industry-standard frame rate of
30fps and filtering only frames with significant changes or object movements, due to the
limited capacity of edge nodes and efficient bandwidth usage [73].

In this experimental setup, we used the computation logic from our real-world application
InTraSafEd 5G (introduced in Section 5.1 and evaluated in Section 6.2), used to perform
object detection analytics to increase traffic and pedestrian safety with edge and 5G
in the city of Vienna. The analytics application runs a quantized version of the SSD
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MobileNet v2 model [85], a lightweight and pre-trained convolutional neural network
(CNN) based object detection. We dockerized the object detection logic and expose it
as a service running in a container. Docker images for all node types, with and without
edge TPU attached (Coral USB Accelerator enabling high-performance neural network
inference), are publicly available on the Docker hub repository2, while the SEA-LEAP
implementation is accessible on the GitHub repository3. Further, we used a PostgreSQL
database running in a docker container to store metadata, i.e., location-related details
about existing datasets.

6.3.3 Input Datasets

We evaluate proposed approaches using datasets typically used in computer vision
analytics applications such as object detection and recognition [124]. To perform a
complete evaluation, we select datasets of a different average size of image files, which
allows having a wide diversity in terms of resolution, dimensions, and color depth. The
main characteristics of datasets are presented in Table 6.9. For each dataset, we show
the average size-frame ratio (γ) calculated as γ(d) = size(d)/no_frames(d), impacting
SEA-LEAP placement optimizer (explained in Section 6.3.5).

• Dataset Intrasafed comes from the InTraSafEd 5G project, containing sampled
video frames from the chosen Vienna’s intersection used for the real-time detection
of critical situations and to support drivers in avoiding accidents. The frames are
taken by traffic cameras and show critical situations where objects like pedestrians,
cyclists, and pets, can appear in drivers’ blind spots when turning on intersections.

• Dataset Penn-Fudan comes from an image database used for object detection
and recognition on areas around campus and streets around the University of
Pennsylvania and Fudan University [179]. Selected frames represent various image
qualities and angles of captured objects (pedestrians, bikes, and cars).

• Datasets Sherbrooke and René-Lévesque come from the cameras monitoring different
intersections, used for detecting and tracking multiple objects of various types in
outdoor urban traffic surveillance [180]. Selected image frames represent different
camera angles and resolutions, namely, a low camera monitoring cars, trucks, and
pedestrians moving at an intersection (Sherbrooke) and a high camera covering
three intersections with cars and bikes (René-Lévesque).

6.3.4 Testbed Configuration

In the experimental setup, we emulated a real-world system from our InTraSafEd 5G
project, where node communication is handled by the MQTT broker, communicating to
distant edge nodes deployed on traffic lights near a short-range cellular base station. Since

2https://hub.docker.com/r/ilujic/inference-arm32v7/
3https://github.com/lujic/sea-leap
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Figure 6.16: Network latency for cloud/edge meta-server placement.

latency is a critical requirement for our scenario, we evaluated the latency of deploying
the broker either at the edge (inside the TU Wien’s infrastructure) or using cloud service
(hosted on MyQttHub). Network latency evaluation is shown in Figure 6.16. We can see
that edge deployment significantly reduces the latency (by 14.01%, 70.18%, 83.04% on
average for 3G, 4G and 5G, respectively), making the edge meta-server placement as the
best option for our setup.

Emulating and extending this real-world scenario, Figure 6.17 shows our testbed con-
figuration as well as an initial setup based on different edge sites (E1-E5). Edge sites
represent small cells in a cellular network, featuring short-radius coverage of a small cell
base station (as used in [171]), providing specific network connection types. Each site can
contain one or multiple edge clusters, where our setup contains multi-node (i.e., E1 and
E3 including 3-node clusters, E2 including 2-node cluster) and single-node (i.e., E4 and
E5) Kubernetes clusters. Edge meta-server represents a more reliable node or edge micro
data center, able to communicate with edge nodes from different sites. Meta-scheduler
receives from a user the description of an analytics request with a specific dataset.

We evaluate our emulation-based approach with the containerized analytics application,
where as a baseline, we measured inference times on the real-world datasets using our
physical edge nodes, as described in Table 6.8. For each node type, we show the average
inference time per single image. Results are averaged over 100 image frames for statistical
significance since by adding more images the differences in inference time show a deviation
of 39µs on average. These results are saved in the KB, which is used by Algorithm 8
for selecting the node which minimizes the latency of edge analytics placement. Further,
Table 6.10 shows different latency and bandwidth measurements obtained using standard
iperf application. The representative values are weighted averages of bandwidth collected
on different network types in a suburb area of Vienna from the InTraSafEd 5G project
and will be used in the placement optimizer (Section 6.3.5).
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(a) The emulation-based scenario and network topology.

(b) Edge infrastructure overview.

Figure 6.17: SEA-LEAP testbed configuration.

Table 6.10: Network latency and bandwidth benchmark (Vienna’s suburb).

Network type Latency [ms] Bandwidth [Mbps]
3G 247.92 8.81
4G 23.44 41.43
5G 13.83 66.55
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6.3.5 SEA-LEAP Evaluation

Static placement evaluation

Based on the GuideMe action (Section 5.2.5), the SEA-LEAP placement optimizer will
enable the execution of the user’s request on a node storing the required dataset, i.e.,
without considering alternative candidates (considered in Section 6.3.5). In the case
of multiple locations storing the dataset, a node showing better performances (node
type with a lower inference benchmark observation) will be prioritized. Otherwise, the
algorithm will randomly select one of them. However, to enable the analytics execution
on a target node using the requested dataset, the meta-scheduler needs to add a set of
placement-specific details into a Kubernetes deployment file.

In our design, the meta-scheduler already stores different deployment templates that
will be adapted with a specific set of information such as the node location, appropriate
container image of the analytics application, and the dataset path on the target node
(using hostPath as a volume). A simple example of an adapted deployment file is showed in
Figure 6.18. Based on specific lines from this description (i.e., the one including keyword
nodeName), a distant master node will know where to place the analytics application in
its cluster using the default scheduler. Beforehand, the edge meta-server is created as a
single-node Kubernetes cluster and enabled to communicate to multiple clusters, using
so-called Kubernetes configuration files with needed details (e.g., IP addresses of master
nodes from our testbed edge sites).

Followed by a meta-scheduler command to process a certain input dataset on the exposed
analytics application, the obtained results can be forwarded back to a user. That said,
the proposed SEA-LEAP meta-scheduler is designed as a new service that can be used
on top of existing schedulers as a feature in different edge scenarios that require data
locality-aware analytics placement.

Figure 6.18: SEA-LEAP deployment YAML file example.
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Adaptive data movement evaluation

In this experiment, we want to evaluate the FollowMe action (see Section 5.2.5), SEA-
LEAP placement optimizer will consider alternative location candidates different than
the initial node storing the required dataset, and select the option with the lowest total
latency. Thus, the placement algorithm (Algorithm 8) estimates the total latency (based
on details from the knowledge base KB) including the transfer of requested data from
the source to an alternative node location.

Figure 6.19 shows the results of the SEA-LEAP placement optimizer applied to each
dataset from Table 6.9. In this representative example, the source node location of a
dataset is set to the edge site E1. For that reason, the source location from E1 represents
at the same time an initial candidate for analytics placement. Other alternative candidates
will include additional network latency due to needed dataset transfer. Green and yellow
shaded locations show first and second-best candidates, respectively.

For dataset Intrasafed (see Figure 6.19a), the selected appropriate node location for
analytics placement in each network type results in moving the dataset from the source
node storing the dataset (to an alternative candidate location from E5). In all cases of
3G (low), 4G (medium), and 5G (high) network conditions, we are able to decrease the
total latency by 13.47%, 78.81%, and 85.46%, respectively, by moving the dataset to a
candidate location in E5.

For dataset Penn-Fudan (see Figure 6.19b), in low network conditions, the selected
appropriate node location for analytics placement will be in the source location storing
the dataset, while for medium and high network conditions the total latency becomes
47.77% and 66.14% lower by moving dataset to an alternative location candidate. At
the same time, even in the scenarios where the most appropriate location cannot host
the analytics application or the dataset for different reasons (e.g., limited capacity, high
failure probability), selecting the second-best candidate can still achieve 17.44% and
29.70% lower total latency by selecting a location candidate in E4, for medium and high
network conditions, respectively.

For dataset Sherbrooke (see Figure 6.19c), for all networks types, moving dataset can
bring 49.86% (3G), 86.54% (4G), and 90.28% (5G) lower latency than in the source
node location initially storing the dataset. The dataset René-Lévesque (see Figure 6.19d)
with the largest number of frames and overall size can benefit from better network
conditions, achieving 63.92% and 76.20% lower total latency for medium and high
bandwidth availability, respectively.

To evaluate the optimizer’s applicability to near real-time systems, we measure its runtime,
included in the total latency, averaged over 100 times for statistical significance. We
observe an average runtime of 1.41ms for the real testbed (see Figure 6.17). We also
evaluate average runtime by increasing the number of candidate nodes up to 100, resulting
in 13.89ms and 26.29ms respectively with 1 or 2 source node locations.
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(a) Intrasafed (b) Penn-Fudan

(c) Sherbrooke (d) René-Lévesque

Figure 6.19: SEA-LEAP placement calculation of node location candidates in different
edge sites, driven by GuideMe and FollowMe actions. It is based on network connection
benchmarks from a real-world edge location. For all cases, the source location of the
dataset is set to E1.

Discussion

The results show benefits of the proposed SEA-LEAP, it allows (i) an autonomous
placement of analytics requests, and (ii) the self-adaptation to data locality by considering
both network and node candidate characteristics. For example, although node types A
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and B from our experimental setup have respectively 28x and 2x lower inference time
per frame compared to the source node type C (see Figure 6.17), not all datasets benefit
from their movements if available bandwidth is low.

Despite different network characteristics of different edge sites, the network performance
will depend on the available network bound of a node location storing the dataset.
As described in Section 5.2.5, the total latency of placing analytics to new location
candidates will be also impacted by other factors such as network latency, number of
hops, analytics execution time, and dataset size. Still, based on the experimental results,
moving the dataset to another location we can reduce total latency by 65.85% on average.
To determine these cases, Figure 6.20 shows the SEA-LEAP placement decision rule
and which aspects have strong impacts on it. The estimated total latency of analytics
placement is largely affected by two main aspects, namely, network bound (available
bandwidth) and compute (node performance) bound.

Figure 6.20a shows the relation between the average image file size and network through-
put. We see that the higher the bandwidth, the higher is the network bound for
transferring a certain number of image frames for a specific dataset. However, this
relation does not hold for the compute-bound of a specific node candidate in this context.
This is because the target object detection application resizes each input frame to the
same dimension due to performance reasons. Since resizing does not affect the accuracy
of object detection, the average inference per frame (i.e., compute-bound) will stay the
same, independent of the dimension or size of a single image frame. Consequently, the
computation time for a specific edge node type will depend exclusively on the number of
input image frames.

For example, in Figure 6.20b, the number of input image frames for each dataset is set
to 60, while the initial candidate for analytics placement is a source node type B, and
only alternative node candidates with lower inference time per frame are considered,
i.e., node type A. The solid black line represents the compute-bound of the source node
B as the baseline, i.e., the total latency of running requested analytics on the dataset
in the source location is equal to ∼15s (60 · 250.74ms). Dashed lines represent the
estimated total latency of running the analytics on the datasets in alternative node
candidates, including data transfer over different network characteristics with two hops.
Depending on the available bandwidth in the source location, the self-adaptive SEA-
LEAP placement optimizer will decide whether to place analytics to (i) the initial location
storing the dataset (GuideMe) for all results above the baseline, or (ii) a new location
where the dataset is also moved (FollowMe) for all results below the baseline. Our
self-adaptive solution shows that considering data locality in edge analytics placement
can significantly improve overall analytics requests execution time, and thus impacting
the timely placement of on-demand analytics applications.
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(a) Network bound

(b) Placement decision

Figure 6.20: SEA-LEAP placement decision. Subfigure (a) shows network bounds for
various image file sizes. Subfigure (b) shows a borderline of placing analytics between
the source node B and a new node A, among different datasets (60 frames) and available
bandwidths with two hops.
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CHAPTER 7
Related Work

In this chapter, we provide a comprehensive overview and discussions of the state-of-
the-art on performing data analytics in heterogeneous and resource-constrained edge
environments. We investigate related work and limitations of previous solutions consider-
ing five main aspects, namely, (i) IoT data and resource-limited edge systems (Section
7.1), (ii) edge data management (Section 7.2), (iii) elastic edge data and storage services
for decision making (Section 7.3), (iv) time-critical edge analytics systems (Section 7.4),
(v) data locality-aware edge analytics placement (Section 7.5).

7.1 IoT Data and Resource-limited Edge Systems
Regarding integration of IoT sensors and cloud computing systems, Villari et al. [9]
discussed scenarios of large streams of data coming from IoT sensors while at the same
time IoT systems require a short response time of data analytics. Further, they provide
an overview of four macro objectives in interconnecting IoT and cloud concepts including
integration, configuration, communication, and security. Since IoT devices are usually
not equipped with powerful resources needed for data processing, edge computing has
been proposed as a novel methodology for exploitation of computation, storage and
networking resources across cloud boundaries, as discussed also in Bittencourt et al. [19]
and Baccarelli et al. [27].

De Maio et al. [181] discussed enabling IoT and mobile devices to extend their computing
power and storage by offloading computation or data to more powerful servers on single-
hop proximity such as edge nodes. Lewis et al. [182] proposed the first catalog of
architectural tactics for cyber-foraging. Cyber-foraging depicts architecture elements
helping to extend battery life and improve computational capabilities of mobile sensors
and devices in the future. To enable latency-sensitive applications and to minimize data
transmission over the network, movement of functionality from the cloud to the edge
devices requires a reliable data management system with the support from IoT layer.
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Recent technological advances have disrupted the current centralized cloud computing
model by moving cloud resources close to users, as it is examined in Villari et al.
[21]. Proposed osmotic computing depicts the dynamic management of services and
microservices across cloud data centers and edge nodes. A comprehensive analysis of
the advantages of having the intermediate layer consisting of these edge micro data
centers close to the network edge has been done also by Mehta et al. [183]. The results
show that for data-intensive applications it is inevitable to place data processing tasks
close to the source of data. Additionally, this approach can reduce energy consumption
affected by data transmission, storage and processing of big data. Edge computing can
provide a distributed infrastructure at the edge of the Internet where edge nodes have
limited resources. Bittencourt et al. [14] examined scheduling strategies to cope with
different application classes according to demands coming from mobile users. Although
there are many studies in processing IoT data in resource-constrained edge systems, the
state-of-the-art still lacks contributions in efficient data-centric services for near real-time
edge analytics.

7.2 Edge Data Management

Regarding the proposed edge data management mechanisms in Chapter 3, we provide
the related work through four parts, namely, (i) time-series sensor data and predictive
analytics, (ii) recovery of incomplete datasets, (iii) edge storage management, and (iv)
edge data management systems and frameworks.

Time-series sensor data and predictive analytics

In the last few decades, time series forecasting gained much attention due to necessary
predictive analytics that rely on the increasing amount of time-stamped measurements.
Herbst et al. [111] provided an extensive overview of existing time series forecast methods,
including a self-adaptive approach for optimized forecasting method selection based
on users’ forecasting objectives. Regarding contribution in time series forecasting and
statistical research, Hyndman et al. [184] proposed a forecast package that includes
implementation of automatic versions of most popular forecasting methods such as
Autoregressive Integrated Moving Average (ARIMA) and ExponenTial Smoothing (ETS).
Considering the proposed approaches in this thesis, the use of different forecasting
methods is motivated by the fact that forecast accuracy depends on the characteristics
and behavior of data points preceding each gap. Therefore, we considered methods
like ARIMA and ETS, and TBATS, described in [78, 113], which are also suitable for
near real-time decisions in IoT since they do not require constant user interaction. We
use these methods for adaptive recovery of multiple gaps, due to the near real-time
requirements of systems, running on self-contained edge nodes. Regarding data mining
in time series, Ding et al. [185] provided a comprehensive validation of representation
methods for dimensionality reduction and similarity measures in time series datasets.
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Recovery of incomplete datasets

Wellenzohn et al. [186] propose Top-k Case Matching (TKCM) for imputing missing
values in time series. Based on principles of correlation between time series, it is possible
to impute missing values in streams of data by comparing incomplete series with a set
of reference time series, and additionally allowing phase shifts. In [187], a program for
imputing missing data in multivariate time series is proposed for handling missing data
from stationary processes. Since most of the IoT measured processes are non-stationary,
the proposed approach cannot be easily applied and can be inefficient for univariate time
series. Also, none of the proposed approaches allows recovering multiple gaps separately
giving the possibility to select different models for recovery. Honaker et al. [188] describe
the reconstruction of missing values in time series cross-section data proposing multiple
imputation models, focusing only on imputing a small number of public-use datasets in
surveys with many variables. Duan et al. [189] design an adaptive model selection based
on Hidden Markov models aiming to constantly validate mean percentage error in a
prediction algorithm, resulting in higher accuracy in time series of stock price prediction.
The approach constantly validates mean percentage error to find the best model. However,
machine learning-based models for the prediction of missing data are time-consuming
and require training, making these approaches difficult for data recovery on most of the
resource-constrained edge devices.

Furthermore, in [190], univariate imputation is used for air pollution data, but this
approach target gaps of fixed size. The challenge of recovering missing data has been
investigated by many researchers, providing methods relying on cubic interpolation [191],
Singular Spectrum Analysis [192] or Lomb-Scargle method [193]. However, these works
either have not been validated on IoT sources or propose approaches targeting only specific
cases of time series. In this thesis, we show how to combine different forecasting techniques
for the recovery of different gaps affecting both, the accuracy and performance of recovering
processes. Additionally, the proposed approach allows users to specify preferred conditions
and define other algorithms for recovering incomplete data. Accordingly, our proposed
edge data management framework in this thesis is designed in a generic way, such that
depending on the application context and sensor data characteristics, different methods
can be utilized for both data recovery mechanism and adaptive edge storage management.

Edge storage management

Many applications can benefit from edge computing, but existing solutions are usually
not made for the edge layer, leaving many research issues for novel data management
approaches. The problem of reducing data transmission on the edge has been surveyed
by several works. Papageorgiou et al. [105] proposed a solution for network-edge data
reduction targeting IoT devices, but does not consider storage problems and latency
requirements of IoT applications. It automates the switching between different data
handling algorithms at the network edge and evaluates specifically for IoT devices and
datasets. Further, Abu-Elkheir et al. [194] focus on data management solutions, proposing
a comprehensive description of components of IoT data management framework, focusing
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on data collection, storage, and processing. The authors mostly target design elements for
efficient data handling. Ukil et al. [106] propose a dynamic compression-based technique
for sensor datasets. Other existing works, like [195], focus instead on data storage
structure, memory allocation strategy and data compression in order to efficiently use
storage capacity. All these works try to reduce datasets size by maximizing compression
of generated data while reducing information loss, but do not consider the impact on
real-time needs for sensor-based monitoring systems and corresponding actuators.

According to Sensor-Cloud Infrastructure [104], it is possible to employ service innovation
to accelerate decision-making. These challenges have been considered from traditional
IoT and cloud perspectives [8, 31], but cannot be used due to edge limited storage.
Existing works, like [196, 197] propose data staging for edge nodes including a control
loop where the data staging manager takes care of retrieving and caching necessary data
from the cloud. Proposing predefined fetching algorithms, these approaches are suitable
for a scenario where data are available to the mobile devices when it is needed, but it is
not suitable for our case, where we need to obtain fast and accurate responses. Plus, their
contributions consider neither the performance of storage limited edge nodes, nor the
possibility of targeting actuators with reliable predictions. In comparison with traditional
batch data analysis, data stream classification has many open issues. In [198], holdout
accuracy is estimated using prequential accuracy. In other works, two types of methods
are used: a sliding window with the most recent observations or fading factors that weigh
observations using a certain decay factor [199, 198]. However, these approaches do not
consider the prediction of upcoming data streams together with historical data. Our
approach proposes an adaptive algorithm that constantly checks newly received data and
then together with the remaining old data performs proposed principles for efficient edge
storage management.

Edge data management systems and frameworks

Montella et al. [200] target the resilience and privacy of sensitive data in delay tolerant
networks. Other solutions target resilient edge systems for IoT data management and
cloud, focusing on system resource management [4], location-based energy control [2],
network congestion [100], security [101] or data integrity [201]. Others [202, 9, 107],
describe the interplay and communication models for cloud and IoT resources due to
growing data streaming and increasing latency issues of smart sensors. These works do
not discuss critical decision-making processes at the edge.

Regarding industrial frameworks, collection and data analysis at the edge is the basis
of industrial cloud platforms such as AWS IoT Greengrass1, focuses on event-driven
computing and performs data storage on the cloud, rather than on the edge; Azure
IoT Edge2 employs containers to package modules and custom logic at the edge. AWS
IoT Analytics3 offers remote device management, optimized IoT data storage, and time

1https://aws.amazon.com/greengrass/
2https://azure.microsoft.com/en-us/services/iot-edge/
3https://docs.aws.amazon.com/iotanalytics/
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series analytics, enabling end-to-end workflow automation for large amounts of data and
connecting IoT devices with cloud applications. Eclipse Kura4 represents a reference IoT
Edge framework for building IoT gateways, incorporating networking protocols, and data
services, allowing connectivity of IoT devices to their cloud platform. These approaches
focus on fully managed workload services instead of edge data management on limited
storage and adaptive data recovery with multiple techniques.

7.3 Elastic Edge Data and Storage Services for Decision
Making

We surveyed existing works on elastic edge data and storage services for decision making
from three aspects, namely, (i) system viewpoint, (ii) application viewpoint, and (iii)
design viewpoint. Further, we also show a comparative overview of relevant works
regarding analyzed requirements from Section 4.

System viewpoint

Various system operations have been used to build efficient edge storage. For example,
Ali et al. [35] discussed a data life cycle while investigating the optimization of storage
mechanisms and data management system design for the IoT. To improve the cost and
efficiency of the data collection and robustness in IoT systems, Sinaeepourfard et al. [36]
proposed distributed data storage subsystems instead of centralized data management
solutions. The concept of data-centric communication [34], looked for enhancing network
connectivity with local storage services, proposing different management strategies to
handle stored data from a system viewpoint.

Application viewpoint

According to [203], it is possible to assign dynamic routes for IoT data based on application
context information, considering four objectives, namely, lifetime, delay, reliability and
data delivery. However, in this approach, only the network viewpoint is examined. He
et al. [123] proposed a Storage-as-a-Service model where unused storage space can be
shared as a cloud-based service for different applications. In most IoT applications,
collected data are sent to a remote server for storage and analysis [120, 204]. Existing
controllers for auto-scaling of resources in cloud data centers mostly rely on a set of
predefined rules and static threshold-based policies [205]. Jamshidi et al. [206] proposed
a self-learning controller of rules adaption for cloud-deployed applications based on
reinforcement learning. However, due to the resource limitations at the network edge, it
would be infeasible to perform compute-intensive training processes.

4https://www.eclipse.org/kura/
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Design viewpoint

Some of the high-level requirements for dealing with a new design of the edge storage
service are in line with IoT common design principles [207], but such IoT common
principles do not dig into edge storage services and analytics scenarios. Weyns et al. [208]
discusses architecture designs for IoT management and adaptation, but not about the
design for edge data services. However, they have certain tools to evaluate the design
models, while we have focused on requirements, architectural models and engineering
principles. High-level self-adaptation for edge computing has been discussed in [209]. But
it is too high-level and does not focus on edge storage services for application contexts.
Table 7.1 summarizes a comparative overview of other works that address relevant edge
storage-oriented characteristics. In our approach, we bridge the aforementioned gaps
leading to customized software-defined elastic edge storage services.

Table 7.1: An overview of relevant works for architecturing elastic edge data services.

Work Edging system
operations

Edge/system
characterization

Application
context

[36]
√

[210]
√

[33]
√

[35]
√

[34]
√ √

Our approach
√ √ √

7.4 Time-Critical Edge Analytics Systems

We address existing works considering the proposed system for increasing traffic safety
with real-time edge analytics, as described in Section 5.1. Danish et al. [40] addressed
multi-object tracking in urban settings using a network of edge devices. However, the
discussed use case only considered privacy, accuracy and performance. Liu et al. [159]
propose EdgeEye, a service enabling the development and execution of video analytics
applications. Luo et al. [158] show EdgeBox, an architecture for improving automatic
event detection in edge near real-time video analytics. Anandhalli et al. [211] discussed
video image processing algorithms for real-time tracking and counting vehicles using edge
devices. However, these works either do not consider strict low-latency requirements, or
have analytics placement using cloud, or target different problems than traffic safety.

Vehicular networks and Vehicle-To-Everything (V2X) communication capabilities based
on 5G are investigated in [38]. It introduces a novel system design, targeting vehicles and
roadside infrastructure with V2X capabilities. To increase traffic safety, the concept of [39]
looked at the problem from a perspective of intelligent driving vehicles and real-time
lane-change recognition. We focus on real-time edge analytics and high transmission
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mobile networks in designing a real-world prototype for detecting critical situations of
pedestrians and cyclists appearing in drivers’ blind spots on intersections.

7.5 Data Locality-Aware Edge Analytics Placement
Researchers proposed different frameworks and solutions for the placement of edge data
analytics, regarding the proposed approach in Section 5.2. We separate related work into
three parts, namely, (i) analytics placement and data management, (ii) latency-aware
scheduling and data locality, and (iii) placement decision and edge data analytics.

Analytics placement and data management

Analytics placement at the edge has been discussed in several recent works. Aazam et al.
[22] propose a service-oriented resource management framework for fog computing focusing
on service reliability, different types of service customers and their unpredictable relinquish
probabilities. Liu et al. [159] propose EdgeEye, a service enabling the development and
execution of video analytics applications. EdgeBox [158] is an architecture to improve
automatic event detection in edge near real-time video analytics. However, these works
limit placement to specific and centralized cloud/edge locations. Satyanarayanan et al.
[124] discuss the decentralized and federated edge infrastructure, focusing on a scalable
approach to perform data collection and video analytics at the edge of the network. Still,
these approaches do not consider data locality and adaptive analytics placement.

Current data management approaches adopt storage services configured toward centralized
data aggregation [212] or geo-distributed data storage [213]. Diène et al. [214] survey
existing solutions for IoT data management, including techniques for managing IoT
data gathering, their transfer and storage. In [73], the relationship between resource
availability and accuracy of edge-cloud video analytics are investigated, focusing on high
computational costs and CPU demands, but without considering data locality. In [162],
Firework system is described facilitating distributed data processing requests at different
connected edge nodes, considering only specific locations.

Latency-aware scheduling and data locality

Yi et al. [215] addressed the offloading of computation-intensive tasks on edge nodes
as an optimization problem. The proposed scheduling approach minimizes latency by
static offloading of dependent tasks according to input data. In [160] latency-aware
placement of data stream analytics applications is proposed, while Gupta et al. [161]
performed low-latency data management over geo-distributed and heterogeneous edge
infrastructures. We focus on a latency-aware placement of on-demand analytics using
data locality.

The exploitation of data locality has been considered by other works in literature. For
example, Venugopal et al. [163] discuss the concept of Semantic Cache, which employs
a caching technique for edge analytics while reducing latency compared to cloud-only
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inference. In [216], the spatio-temporal locality of analytics is used to improve workload
balancing between edge and cloud servers. Other works for analytics placement exploit
data locality considering the edge-cloud workload balance perspectives [41], the trade-off
between the resource usage and query accuracy [42], or the fairness of cloud resource
allocation [43]. However, these works either do not consider the autonomous placement
of on-demand analytics or focus on different aspects than minimizing requests execution
time. We bridge these gaps by considering data locality in the self-adaptive placement of
on-demand edge analytics.

Placement decision and edge data analytics

The service placement decisions and trade-offs between local execution and remote
execution are discussed in voluntary-based computing environments [217] and micro-cloud
infrastructures [218]. Further, Hamrouni et al. [219] proposed replica management and
replica selection strategies in data grids, based on data mining techniques. Furthermore,
concerning network service chaining at the edge, Kathiravelu et al. [220] looked at latency-
aware service execution through software-defined approaches. Most of these placement
decisions are based on either network performance or resource allocation aspects. In
this thesis, we target a data locality-aware, generic and self-adaptive mechanism that
facilitates the edge analytics deployment across different edge infrastructures, while
minimizing overall execution time for on-demand analytics.

In [221], big data processing and analytics at the edge is discussed from the point of view
of energy-efficient edge scheduling and the impact of energy on QoS. Luo et al. [222]
established a framework for offloading tasks to the edge, focusing mostly on minimizing
the delay and cost of the computation. In [223], the bandwidth-adjustment problem in
video-streaming is addressed, proposing a framework to reduce network traffic and adapt
to conditions of mobile users. Other works address caching of mobile big data traffic at
the edge [28], the container migration problem of mobile application tasks [224] or enable
federated query evaluations across cloud and fog nodes to reduce communication [225],
but data locality-aware analytics placement is not considered.
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CHAPTER 8
Conclusion

In this chapter, we provide conclusions from the research done as well as the limitations
and constraints of the proposed solutions. We also outline possible future directions.

8.1 Summary

Edge computing has been proposed as a solution for near real-time decision-making
in rapidly growing IoT systems. Unlike performing data processing in highly reliable
and centralized cloud data centers, there are sustainability and trustworthiness concerns
regarding edge data analytics. This is because of the edge-specific problems such as
limited computational resources of edge nodes (i.e., edge servers, micro data centers,
single-board computers) and decentralized data locations posing difficulties for time-
critical analytics execution. Further, edge analytics faces us with the problems of making
accurate and near real-time decisions based on limited and often incomplete data. In
this thesis, we aim to improve decision-making processes for IoT systems proposing
data-centric services and approaches for edge infrastructures, making foundations for
sustainable and trustworthy edge data analytics.

First, to increase the accuracy of data analytics, particularly for time-sensitive IoT
applications, we introduced EDMFrame, a framework for edge data management featuring
(i) a mechanism for recovery of multiple gaps using both STR and PRM-based MTR
approaches, and (ii) a mechanism for accurate decision-making using limited storage
resources. Considering the self-adaptive data recovery, we are able to efficiently remove
outliers, detect and recover gaps of various lengths by incorporating recovery cycles in
incomplete datasets. Experimental results showed that EDMFrame is able to reduce
both the forecasting error and improve the overall running time of the recovering process.

Second, based on the presented architecture model for edge data storage management,
we proposed the adaptive algorithm to cope with constant streams of data and limited
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edge storage. The proposed approach is able to continuously monitor forecast accuracy
and capture stable forecast accuracy clusters. Based on the proposed adaptive algorithm,
our simulation results showed that we are able to reduce the amount of edge-stored
data while satisfying demands for forecast accuracy in predictive analytics, and thereby
showing potential for saving limited edge storage space.

Third, IoT data-intensive applications pose big challenges to satisfy strict requirements
for timely and accurate data-driven decision-making and at the same time relying on
resource-constrained edge nodes. Thus, we aimed to dynamically define highly customized
optimization strategies to handle incoming data from different perspectives. Based on a
detailed analysis of edge storage requirements, we proposed a novel architectural design
incorporating elasticity in edge data services. Considering dynamic edge data workloads
and strict latency and accuracy requirements, we presented engineering principles and
how they can potentially be implemented. In this context, proposed approaches can help
researchers and practitioners to utilize resulted dependencies for edge data services at
runtime, achieving more sustainable edge analytics and data-driven decision-making.

Fourth, by deploying InTraSafEd 5G system we addressed the challenge of using the
potential of edge data analytics and modern communication technology (such as 5G) in a
real-world scenario, to increase traffic safety. We target critical situations on intersections,
e.g., pedestrians and cyclists appearing in drivers’ blind spots. After analyzing design
choices, we developed and evaluated a real-time edge analytics prototype. The proposed
system enables real-time (i) detection of critical situations by running object detection
on lightweight edge nodes; (ii) delivery of resulted critical information to vehicle drivers
with 5G. The proposed system is designed to preserve privacy and ensure low latency
with other network types, representing a promising step for trustworthy edge applications
and communication technologies to support real-time decision-making.

Finally, we looked at executing on-demand analytics requests and critical challenges
of data locality. We proposed SEA-LEAP, a Self-adaptive and Locality-aware Edge
Analytics Placement framework to (i) identify locations of requested input datasets, and
(ii) determine the most appropriate edge computational node. SEA-LEAP includes a
tracking mechanism for event-triggered data management and registration of data move-
ments. On top of it, we presented a generic control mechanism featuring a meta-scheduler
and placement optimizer. SEA-LEAP allows self-adaptive, on-the-fly placements of
on-demand analytics based on data locality, and minimizes overall request execution
time by performing adaptive data movements. We evaluated SEA-LEAP by considering
video analytics using our physical and heterogeneous edge infrastructure and obtained
benchmarks. Results showed benefits for users and developers, automating the place-
ment of analytics requests and reducing the total latency for certain network and node
characteristics. We believe that SEA-LEAP is a valuable step towards sustainable and
trustworthy on-demand analytics execution for edge multi-cluster or hybrid environments.
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8.2 Limitations
In this section, we state limitations and constraints of the work presented in this thesis.

Time sensitive edge analytics systems

Regarding edge data management and incomplete data, the recovering process depends
on multiple elements including the number of missing/invalid data points, gap sizes,
data characteristics, and the performance of used methods. Currently, our approach is
a semi-automatic approach, requiring certain predefined specifications by a user (e.g.,
selecting recovering methods in advance). In both data recovery and storage management
mechanisms, utilized methods such as ARIMA and ETS, expect historical and regularly
time-stamped data, and they are not often appropriate for some IoT streaming cases in
which data generation and collection are triggered by certain events. Also, the current
PRM calculation requires a predefined number of consecutive gap lengths, posing obstacles
in extreme cases of big gap lengths expected.

Practical applicability and deployments

The main limitations of the InTraSafEd 5G system design are (i) the driver’s app automat-
ically subscribes to topics of certain intersections and (ii) the real-time notifications start
showing when drivers’ distance is around 100m from the critical intersection. The first
limitation can cause a scalability problem in the case of a high number of intersections,
while in the second, the distance parameter can vary for different intersections causing
an important challenge in the real-world setup.

When considering analytics placements based on data locality, the SEA-LEAP placement
optimizer estimates total latency for initial and alternative candidate locations based on
prior obtained and managed edge-related details such as network characteristics (e.g.,
network types, number of hops) and analytics benchmarks on node types. Also, we
assume in our setup that edge nodes have access to existing docker images of analytics
applications. Still, we partially address these issues by designing SEA-LEAP parts as
generic services, which can be easily extended to consider (i) other analytics applications
and datasets (e.g., time series analytics for failure prevention in smart cities), (ii) different
network topologies and characteristics, and (iii) additional conditions for filtering location
candidates. In the SEA-LEAP, a centralized edge meta-server represents a single point
of failure, which could affect SEA-LEAP availability. Also, in the current version, we
assume a network of edge servers managed by trusted infrastructure providers that control
access to edge resources as well as handle data security issues. Even though accessing
metadata via the proposed meta-scheduler or through the tracking mechanism already
provides access control, we believe that additional protection measures could be taken,
especially in contexts where security is critical (e.g., use cases with sensitive information).
Lastly, we consider only data locality, while the resource allocation can be handled by
Kubernetes. As shown, our proposed approach can be integrated on top of existing
systems such as Kubernetes, facilitating data locality-aware edge analytics placement.
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8.3 Future Work

Based on the presented work in this thesis and stated limitations in the previous section,
we look beyond the current context and outline potential future work.

In the case of a full-automatic mechanism of data recovery, based on data characteristics
and without user interaction, it would be interesting to explore how to automatically
trigger conditions for using different forecasting techniques. Moreover, it would be
interesting to investigate the possibility of recovering incomplete data based on correlated
time series. We also plan to extend our approach to scenarios with strict latency
requirements, such as eHealth and intelligent traffic management systems. In the first
case, we plan to use our approach for recovering data in monitoring illnesses such as
diabetes and heart diseases, helping such systems to timely react to the change of patients’
conditions. In the latter case, our mechanism can be used to recover datasets coming
from road sensors, helping to accurately and timely react before accidents or collisions
happen. Still, considering that these real-world cases can have event-triggered data
collection, in our EDMFrame we plan to address incomplete data issues by exploring
recurrent neural networks for time series with irregular timestamps (as in [226]), and
look at the interpolation of ranges to allow PRM calculation for such dynamic IoT cases.
As discussed, for future IoT services it is crucial to make fast decisions as in smart cities
requiring distributed ML at the edge, e.g., in the case of consistent ML models that must
be updated when data streams evolve over time, posing critical issues to observe correct
data at the right time [119]. Hence, we plan to explore using EDMFrame for reliable
distributed ML at the edge.

Considering edge storage management, we would like to extend our solution in different
ways. It would be interesting to explore methods for dealing with multiple data sources
and evaluate our application with different datasets, to show the wide applicability of
the proposed approaches. Considering other application contexts (e.g., smart cities and
industrial systems), we plan to further explore the design requirements of elastic edge
storage services to support data-driven decision-making, and focus on implementing a
prototype based on proposed principles in this thesis. Also, the combination of elasticity in
compute and network resources as well as implications of involved computation resources
during the runtime we left for future research.

Further, we plan to extend our two deployments of edge video analytics systems. In
InTraSafEd 5G system design for increasing traffic safety, we plan to explore location-
based subscriptions (as in [177]) to avoid the app’s automatic subscription to topics of
intersections when the app started. We plan to investigate the effect of distance and
warning timings on drivers’ brake reaction time, as in [145]. It would be also interesting
to improve the resilience of critical edge processing to network/node failures (e.g., using
container-based approaches for edge analytics). In the SEA-LEAP system design, we
plan to consider the single point of failure of the SEA-LEAP meta-scheduler by improving
its overall scalability and reliability, e,g., by using multiple instances and implementing
replication strategies of meta-dataset. We also plan to investigate the scalability of the
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tracking mechanism by experimenting with different edge storage platforms such as Ceph,
Minio, or other object storage technologies. Although the concept of accessing dataset
metadata via the meta-scheduler or using the proposed tracking mechanism for data
management actions can already reduce access to sensitive data, it would be interesting
to further investigate the privacy and the data protection of SEA-LEAP, and extend the
management of status data by adding an improved monitoring infrastructure.

Finally, it would be interesting to focus on collaborative data analytics and different
data representations. Since edge nodes are designed to perform data processing tasks for
(near) real-time analytics, cloud resources can utilize analytics results from the edge layer
and perform needed batch analytics or maintain global models on top of geographically
distributed edge infrastructures. Thus, it would be interesting to investigate how to
enable collaborative data analytics between cloud and edge. Considering that performing
data analytics on big IoT data can represent computationally expensive tasks, it would
be interesting to explore how to distribute data analytics among connected edge nodes,
where we expect an increase in data processing speed and better exploitation of edge
computational resources. The challenge of increased data processing speed could be
investigated from other aspects. In addition to classical sensor-based time series, one
of the related fields can include other data representations such as symbolic data rep-
resentation [185]. Symbolic data representation can reduce data dimensionality while
keeping its main characteristics. Due to the increasing production of time-series data,
such representation can impact new research directions of approximate analytics, further
reduce communication bottlenecks, improve data transfer and storage.
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Glossary

CAGR Compound Annual Growth Rate is the average rate of return, one of the most
accurate measures to project an investment’s annual growth rate over time. 1, 3

CNN Convolutional Neural Networks is a class of artificial neural network used in image
processing for computer vision systems. It is composed of multiple layers of artificial
neurons (mathematical functions) with learnable weights to extract features from
images. 23–25, 96, 105

GSM The Global System for Mobile Communications (GSM) is a standard to describe
the protocols for the second-generation cellular network technology known as 2G,
developed by the European Telecommunications Standards Institute (ETSI). 15

hybrid environment refers to a cloud computing environment that combines or integrates
on-premises infrastructures, private and public cloud services with orchestration
management capabilities between these platforms. 10, 122

IoT Internet of Things is a system of networked physical objects, so called "things",
connected to the Internet with the purpose of collecting and sharing data with
other objects and systems. 1, 2, 32, 51

Kubernetes is a platform, developed by Google, representing one of the widely used
open-source orchestrators that automates deployment and management of con-
tainerized applications across multiple machines. 28

LTE The Long Term Evolution (LTE) is a standard to describe protocols for the fourth
generation cellular network technology known as 4G. 15

M2M Machine-to-machine refers to direct communication and automatic data exchange
between networked mechanical or electronic devices. 17, 26

monolithic architecture is a unified architectural model to make self-contained and
complex applications by composing all components in one piece. 28
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non-stationarity in time series means that the statistical properties of data change
over time, e.g., data points can include trends, seasonality, random walks. 21

QoS Quality of Service refers to a description or measurement of the performance of
provided service, and it is usually included in the agreement between the service
provider and user to guarantee a certain level of performance. 16, 54, 58

quantized Quantization refers to the process of approximating neural networks by
executing the operations with low bit width numbers (i.e., integer) instead of
floating point numbers. 25, 96, 103

SLO Service-level objectives represent objectives that must be achieved within a service-
level agreement (SLA) between a service provider and service users, utilizing
different performance metrics. 8, 57, 61, 70, 71

SOA Service-oriented architecture defines a type of software design for making services
that are independent, reusable and interoperable across different platforms. 74

stationarity in time series means that the statistical properties (such as mean, variance,
auto-correlation) of time series and the shape of its distribution are constant over
time. 21

UMTS The Universal Mobile Telecommunications System (UMTS) is a standard to
describe protocols for the third generation mobile cellular network technology
known as 3G. 15
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